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It is noted that the matrix Z, of order n, defined in terms of the n arbitrary numbers Xj by the 
formula Zjk = 8jk ~'l~ 1,1J (Xj - Xl)-I + (1 - 8jk )(xj - xk)-I, may be considered (in an 
appropriate framework) to correspond to the differential operator d /dx. There follow 
prescriptions to construct explicit matrices of (arbitrary) order n in terms ofn (or more) arbitrary 
numbers or of the n roots of given polynomials, matrices whose eigenvalues (and eigenvectors) are 
given, fully or in part, by very simple formulas. Novel representations of the classical polynomials 
(Hermite, Laguerre, Lagrange, Gegenbauer, Jacobi) are also obtained, such as the formula for 
Hermite polynomialsHn (x) = 2n det[xI - H(tp)]' where I is the unit matrix (of order n) and the 
matrix H(tp ), of order n, is defined by Hjk (tp ) = (2n) - '/2(8jdn - 1)[ exp(2iBj) + ! exp( - 2iBj )] 
+ (I - 8jd { - exp(2iBj) + [2i sin(Bj - Bk)] - 1 exp [ - i(Bj + Bk )]}) , with Bj = tp + 1Tj/n, tp 

arbitrary. 

PACS numbers: 02.1O.Sp, 02,30.Tb, 02.30,Lt 

I. INTRODUCTION 

Certain remarkable properties of the zeros of the classi­
cal polynomials have been recently uncovered. 1_7 The proto­
type of these results is the statement 1.2 that the Hermitian 

matrix A, of order n, defined by 

Ajk = 8jk i' (Xj - Xl t2 - (1 - 8jk )(Xj - Xk t 2, (1.1) 
l~ 1 

has the first n nonnegative integers, m = O,I, ... ,n -1, as ei­
genvalues, if the numbers Xj are the n zeros of the Hermite 
polynomial of order n, 

Hn(x) = 0, j = 1,2,,,.,n. (1.2) 

It has been, moreover, noted3 that the (generally non-Her­
mitian) matrix N, of order n, defined by 

~k = 8jk xj i' (Xj - xlt l + (1 - 8jk ) xj(xj - xkt l 
, 

l~ 1 

(1.3) 

also has the first n nonnegative integers as eigenvalues, but 
now for any arbitrary choice of the n numbers Xj (all differ­
ent, of course), And a third typical result3

,6 states that the 
Hermitian matrix L(B), of order n, defined by 

Ljk(B) = 8jk Xj cosO + (1 - 8jk ) i(xj - xkt l sinB, 
(1.4) 

has eigenvalues independent of B, if the xj's are again the n 
zeros of the Hermite polynomial of order n; see (1.2). Thus 
the eigenvalues of L(B) coincide with the xj's themselves 
[since for B = 0, L (B) is diagonal], and the following repre­
sentation for Hermite polynomials holds: 

HI/(x) = 2n det[xI - L(O)] . (1.5) 

"'Permanent address. 

This formula is trivial for 0 = 0, but not so for B #0. 
These results were originally obtained as by-products of 

the investigation of certain integrable dynamical systems. 2
,8 

Subsequently a more direct approach to their derivation, 
based on complex integration, was developed. 3 The main 
purpose of the investigation reported in this paper has been 
to cast these results in a more algebraic framework. In so 
doing, we have found many additional results of this kind, 
These include prescriptions to construct explicit matrices of 
(arbitrary) order n in terms ofn (or more) arbitrary numbers 
or of the n roots of given polynomials, matrices whose eigen­
values (and eigenvectors) are given, fully or in part, by very 
simple formulas. Novel representations of the classical poly­
nomials are also obtained, such as the formula for Hermite 
polynomials 

Hn(x) = 2n det[xI - H(tp)] , (1.6) 

with the matrix H(tp), of order n' defined by 

Hjk(tp) = (2ntI/2(8jk(n -I) [exp(2iB) 

+! exp( -2iB)] + (1 - 8jk ){ - exp(2iB) 

+ [2i sin(Bj - Bk)]-I exp [ - i(Bj + B.)]}) , 
(1.7) 

where 

OJ = tp + 1Tj/n, j = 1,2, ... ,n, (1.8) 

the quantity tp being arbitrary, 
But perhaps more important than these specific find­

ings is the connection that has emerged between the items 
mentioned in the title of this paper. Linear differential opera­
tors, matrices, and polynomials constitute, of course, the ba­
sic lore of linear algebra and calculus. For instance: the ei­
genvalues of a matrix of order n coincide with the zeros of a 
polynomial of order n, the secular determinant of the matrix; 
sets of polynomials, such as the classical (Hermite, Laguerre, 
and Jacobi) polynomials, may be identified as the eigenfunc­
tions of linear differential operators; a matrix of order n is 
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associated with a linear differential operator by projecting it 
in a finite-dimensional functional space, and if that space 
contains m eigenfunctions of the differential operator, the 
associated matrix possesses the corresponding m eigenval­
ues; and so on. We therefore hesitate to claim total novelty 
for the results reported below; indeed certain relationships 
with the standard problems of interpolation and mechanical 
quadrature (Ref. 9, Chaps. XIV and XV) are apparent. But 
we have not been able to locate in the literature any presenta­
tion of the basic results given below, nor of the specific find­
ings they entail. Yet the applicative potential of these results 
appear vast. For instance, matrices having a known spec­
trum [such as (1.3) and those given below] should be useful 
for didactic purposes (even in secondary school) or for test­
ing computer programs (note that the order n of these matri­
ces may be arbitrarily large). Thus the fact that these results 
are not generally known supports our impression about their 
novelty and has provided one of the motivations for this pre­
sentation. [There are, of course, also other prescriptions to 
construct matrices with known eigenvalues; for instance one 
can "undiagonalize" a diagonal matrix by a canonical trans­
formation, or one can use the connection with differential 
operators mentioned above. But these prescriptions are 
more cumbersome to carry out, especially if the order n is 
large, than the evaluation of explicit formulas such as (1.3).] 

The paper is organized as follows. Section 1 contains 
the basic definitions and results. In Sec. 2 (which can be 
omitted in a first reading) these results are discussed in the 
framework of the standard theory relating matrices, differ­
ential operators, and orthogonal polynomials. In Sec. 3 ma­
trices of order n, constructed in terms of n (or more) arbi­
trary numbers and having known eigenvalues and 
eigenvectors, are exhibited. In Sec. 4 matrices of order n 
having known eigenvalues and eigenvectors (and, in some 
cases, interesting algebraic properties) are exhibited, being 
constructed in terms ofthe nth roots of unity or of the n zeros 
of given polynomials. The result (1.6), and analogous repre­
sentations for Laguerre, Legendre, Gegenbauer, and Jacobi 
polynomials, are also obtained. Section 5 concludes the pa­
per by outlining some directions of future research that are 
suggested by these findings. 

Clearly, the specific findings reported in Secs. 3 and 4 
are merely instances of the kind of results that follows from 
the basic treatment of Sec. 1. Any diligent reader may easily 
find, in a similar manner, additional analogous results. But 
in the presentation ofSecs. 3 and 4 we have also tried to cater 
to the casual reader, who is only interested in the application 
of these findings (for instance, to test a computer program). 
Thus we have striven (at the cost of some repetitiveness) to 
formulate the results self-consistently, so that they can also 
be utilized by a user who does not bother to read the whole 
paper and to master its notation; in particular, the reader 
who is only interested in using test matrices with known 
eigenvalues can proceed immediately to the relevant results 
given in Sec. 3. 

1. BASIC DEFINITIONS AND RESULTS 

Indices (and exponents) are indicated by lower case ital­
ic letters (j,k,l,m,p,q,r,s); the first few (j,k,l,m) range from 1 
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to n, the last few (q,r,s) from 0 to n - 1; the indexp is used for 
the generic nonnegative integer; n is a fixed integer, n>2. 
Summations are generally over these respective ranges; but a 
prime appended to a summation symbol signifies omission of 
any singular term in the sum. 

Lower (respectively upper) case boldface is used for vec­
tors (respectively matrices), of order n; the generic vector v 
has components vj , the generic matrix M has elements Mjk . 

In Secs. 1, 2, and 3 the n different numbers x) are arbi­
trary (possibly complex, except in Sec. 2). We use the nota­
tion p" (x) for the polynomial having the x/s as zeros, and of 
course p~ (x) indicates its derivative: 

" p,,(x) = k n II (x - xj ), (1.1) 
j~ I 

" p~(x) = Pn(x) L (x - Xj)-I . ( 1.2) 
j-I 

The normalization constant k n is unessential; it is intro­
duced here for notational convenience in connection with 
the treatment of Sec. 2. 

The vectors u, v, S=SIII, and S Ipi are defined as follows: 

uj=I, (1.3) 

v) = [p'(xj )] -I = [kn t~I(Xj - x k ) ]-1 , (1.4) 

t"l'J 

Sj = I' (x) -Xk)-I, sjPI = I' (Xj -xd- p
• (1.5) 

k -I j~ I 

The matrices I,J,X, 8 - E(I), EI PI, ylll y,y I PI, 

and Z are defined as follows: 

Ijk = 8jk , Jjk = 1, ( 1. 6) 

x = diag(xj ), Xjk = 8jk xj , 

E = diag(Sj ), E I pi = diag(s j PI) , 

(1.7) 

(1.8) 

lJk = (1 - 8jk )(Xj - X k ) - 1 , 

Z=E+Y, 

Yjfl =(I-8jk )(xj -xk)P 
(1.9) 

Zjk=8jk I'(Xj-Xt)-'+(I-8jk)(xj-xk)-'. (1.10) 
I~ I 

There are a number of trivial relationships satisfied by these 
matrices. We display the principal ones: 

J2 = nJ, Ju = nu, 

JZ=O, 

JXZ=(n-I)J, 

(ZJtk = 2Sj , 

(XZJ)jk = 2Sjxj , 

[Z,X] = 1- J, 

[X,ylpl] = yiP-II, 

Z2 = 8 2 _ EI2I + 2EY - 2y(21 , 

(1.111 

(1.12) 

(1.13) 

(1.I4a) 

(1.I4b) 

( 1.15) 

(1.16) 

(1.I7a) 

(Z2 )jk = 8jk { Lt,' (Xj - X I) - I r -It I ' (Xj - X I r- 2 } 

+2(1-8jk Hxj -Xk)-I 

x[ It' (Xj -XI)-I - (Xj -Xk)-11, (1.17b) 
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(Z2)jk=Ojk i'(xj-X,)-' i '(xj -xm )-'(l-o,m ) 
/~ I m~ I 

+2(1-ojk Hxj -Xk)-I 

x i'(xj -x,)-'(1-0,k ). (1.17c) 
/~ I 

The matrices Z and Z2 will play an important role; this moti­
vates our display of three, clearly equivalent, versions of 
(1.17). 

A fundamental role for all subsequent developments is 
played by the following Lemma. 

Lemma 1.1: Let Pq (x) be any polynomial of degree 
q<n - 1; let the linear differential operator Y be defined by 

(1.18) 

the functions Fr (x) being entire but otherwise arbitrary; and 
let 

Q(X) = Y.Pq(x). (1.19) 

Define the matrix F, of order n, by the formula 

(1.20) 

obtained by replacing in (1.18) x by X and d I dx by Z [X and 
Z being defined by (1. 7) and (1.1 0)]. There holds, then, the 
vector equation 

Q(X) v = FPq(X) v, (1.21) 

with v defined by (1.4), (1.2), and (1.1). 
To prove this Lemma it is convenient to go through the 

following results, some of which (see below) are in fact mere­
ly subcases of it. 

Proposition 1.1: 

Jxq v = 0, q = O,l, ... ,n - 2. (1.22) 

Proof Consider the functionjq (z) = zq IPn (z) of the com­
plex variable z [with P n (z) defined by (1.1)]. It is meromorphic 
in the whole complex z-plane, and it vanishes at least as Izl- 2 

when Izl-+ 00. Therefore the sum of all its residues vanishes, 
since it coincides with the integral of/q (z) over a circle of 
diverging radius. But this yields precisely (1.22). Q.E.D. 

Proposition 1.2: 

(1.23) 

Proof As above, with the obvious modification implied 
by the non vanishing of the contour integral, whose evalua­
tion yields the right-hand side (rhs) of (1.23). (This proposi­
tion is not needed for the proof of the Lemma, but it will be 
useful in the following.) 

Proposition 1.3: 

ZXqV=qxq-l v, q=O,l, ... ,n-1. (1.24) 

Proof Same as above, but using the function gjq (z) 
= ~ I [(z - xj ) P n (z)] in place of /q (z) [note that gjq (z) has 

n - I simple poles at z = X k , k i=j, and one double pole at 
z = Xj]' 

Corollary 1.3.1: The matrix Z is nilpotent, 
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zn=o. (1.25) 

This result is not new. 3 

Proposition 1.4: 

'ZIXqv=O if p>q, q=O,I, ... ,n-I; 

'ZIxq v = [q!/(q - p)!] xq - p v 

(1.26a) 

if O<p<q, q = O,l, ... ,n - 1. (1.26b) 

Proof By elementary algebraic techniques or by recur­
sion, using (1.24), (1.15), (1.12), and (1.22). 

The validity of Lemma 1.1 is an elementary conse­
quence of the last Proposition. 

The main notion implied by Lemma 1.1 [or, for that 
matter, by (1.26)] is the existence of a correspondence be­
tween the matrix Z and the differential operator d I dx; Z acts 
on powers of X in the same way as d I dx acts on powers of x. 
This correspondence, however, does not hold as a matrix 
equation, but only after application to the basic vector v; 
moreover, it holds only for powers of X that are less than n. 
But let us reemphasize that it holds for the matrices X and Z 
explicitly defined by (1.7) and (1.l0) in terms of the n arbi-
trary numbers xj • 

2. MATRICES AS PROJECTIONS OF DIFFERENTIAL 
OPERATORS 

In Sec. I a connection has been displayed that relates 
the matrix Z, of degree n, defined by (1.10) in terms of the n 
arbitrary numbers Xj' to the differential operator d Idx act­
ing in the functional space spanned by polynomials of degree 
n - I or less. This suggests that Z be simply related to the 
projection of d I dx on an appropriate basis of that functional 
space. In this section we display this relation in the frame­
work of the general theory relating matrices, differential op­
erators, and orthogonal polynomials. 

We assume in this section that the polynomialpn(x), 
defined in terms of the n arbitrary numbers Xj by (1.1), be­
longs to a set of polynomials Pm (x), orthogonal with some 
appropriate weight w(x): 

f dx w(X)P/_1 (X)Pm_1 (x) =o/m , I,m = I,2, ... ,n+1. 

(2.1) 

Note that, for notational convenience, we have assumed 
these polynomials to be normalized. The quantities a and b 
in (2.1) need not be finite; but we assume for simplicity that 
they, as well as the weight w(x), are real. Thus we restrict 
consideration in this section to the case when all the numbers 
Xj are real, and fall in the (possibly infinite) interval (a,b). 

We now report, for the convenience of the reader, cer­
tain standard formulas for orthogonal polynomials,9.'o that 
are used below: 

i Pm- I (x)Pm_1 (y) 
m= I 

= (kn_,/kn)[Pn(X)Pn_' (y) 
- Pn- I (x) Pn (y) ]/(x - y) , (2.2) 
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P'" j I (x) = (A",x + B",)Pm(x) - em Pm I (x), (2.4) 

Am == k m + l/km' 

In these equations (and below) the quantities k m and r mare 
defined by 

Pm(x)=km(xm+rmxm-I + ... ). (2.5) 

We assume, for definiteness, k m to be positive. 
Alternative versions of some of the equations given be­

low are obtained using the formula 

p" I (x) = - [k ;'/(kn I k" + I)] Pn+ 1 (X), (2.6) 

which is implied by (2.4) and (1.1). 
We introduce now another set of orthonormal polyno-

mials p~l_ I (x), all of them of degree n - 1: 

p~/~ 1 (x) = cj p" (x)/(x - xj ), j = 1,2, ... ,n, (2.7) 

cj = [k"_1 p"_I(x)/[k"p~(X)]JI/2, }= 1,2, ... ,n, (2.8) 

f dx w(x) p~/) \ (x) p~ k~ I (x) = D)k' },k = 1,2, ... ,n. (2.9) 

It can be easily shown that the argument of the square root in 
(2.8) is always positive. 

These polynomials possess the following properties: 

p~/~I(x)=Cjkn IT (X-XI)' 
I~ \ 

I Tj 

n 

(2.10) 

p~,j) I (xd = D)k cjkn II (x) - XI), (2. 11 a) 
I~ \ 

I T-j 

p~j) I (x,J=D)k c)p~(Xj)' (2. 11 b) 

" p(j) (x) I n-\ =p~(x), (2.12) 
j - I cj 

ip~/' l(x)p~j~I(Y)= i Pm_I(X)Pm_I(Y), (2.13a) 
j -- 1 m =- 1 

i p;/) I (x)p~,j) \ (y) 
i ~ \ 

k,,_\ Pn(X)Pn_,(Y)-Pn_\(X)Pn(Y) (2.13b) 

k" (X - y) 
" I [P;/~I (x)]2 

) I 

k 
= T [P~(X)Pn_' (x) - p;,-\ (x)Pn(x)], (2.14) 

" 

i Pm I (x) Pm _I (x) = c) p~(Xj)p~j~ I (x), (2.15) 
In-=-_ 1 

~ (I) ( ) (I) ( )-0 [(J) ( »)2 £.., p". 1 Xj Pn -1 Xk - jk p" -1 Xj . (2.16) 
I -- I 

It is also of interest to report the linear transformations 
relating the orthonormal polynomials Pm -I (x), 
m = 1,2, ... ,n (of degrees O,l, ... ,n - 1) to the polynomials 
p;/) I (x),} = 1,2, ... ,n (all of them of degree n - 1): 

p\j)_ I (x) = i u<.!,' Pm _ \ (x), j = 1,2, ... ,n, 
nl;- I 

Pm I (x) = i u<.!,) p;/~ I (x), m = 1,2, ... ,n. 
j~1 
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(2.17) 

(2.18) 

The quantities ul,!,) satisfy the orthogonality and complete­
ness relations 

~ (j) (k) - £ . k - 1 2 L um Urn - Up..: , j, - , , ... ,n, 
m J 

" '\' (j) (j) - £ I - 1 2 L U, U m - Ulm' ,m - , , ... ,n, 
j -- I 

and are explicitly given by the formula 

ul,!,) = Pm _ \ (xj )/ [Cj p~ (x)] . 

(2.19) 

(2.20) 

(2.21) 

These equations, (2.7)-(2.21), are not new (see Chaps. 
XIV and XV of Ref. 9); indeed the quantities cj , see (2.8), are 
related to the Christoffel numbers Aj [see Eq. (3.4.7) of Ref. 
9] by 

cj = (k n _ JknlPn __ , (Xj) tl)l2 = [P~(X))]-I tl j 112. (2.22) 

However, for completeness, we provide a terse proof of them 
in Appendix A. 

The formulas (2.19) and (2.20) suggest the introduction 
of an n-dimensional vector space, spanned by the orthogonal 
set of unit vectors ii (ml, m = 1 ,2, ... ,n, of components iit>, 

-(m) - (j) . - 1 2 uj - urn' 1,m - , , ... ,n. (2.23) 

Then clearly [with obvious notation, see (2.19) and (2.20)] 

i ii(l) ® ii(l} = I . 
1- I 

(2.24) 

(2.25) 

The motivation for using the definition (2.23) is that this 
allows a neat translation of equations valid in the functional 
space of the original orthogonal polynomials Pm (x) into for­
mulas in the n-dimensional vector space we have just intro­
duced. For instance, to the eigenvalue equation 

.r1' Pp __ 1 (x) = ap pp_\ (x), P = 1,2, .. ·, (2.26) 

.r1' being, say, a differential operator, there corresponds the 
vector equation 

A ii(m} = am ii(m}, m = 1,2, ... ,n , (2.27) 

with the matrix A defined by 

Ajk = (b dx w(x)p~j~, (x),r1' p~k)1 (x); J, (2.28) 

to the raising and lowering operator formulas 

,r1'( ± I P p _ I (xl = a~ ± ) P _ I ± I (x), a\ - ) = 0, P = 1,2, ... , 
(2.29) 

there correspond the vector equations 

A(-'ii(m) = a;n- } ii(m -I}, m = 1,2, ... ,n, (2.30a) 

A( +) ii(m} = (a~,;+) - {jnma~ +) ii(m + I), m = 1,2, ... n, 
(2.30b) 

again with the matrices A ( ± ) defined by 

A j/} = f dx w(x) P~JlI (x) ,r1'( ±) p~k_) \ (x); (2.31) 

and so on. Note the extra term in the rhs of (2.30b) as com­
pared to (2.29), implying 

A( +} ii(n) = 0; (2.32) 

its appearance is, of course, related to the fact that the space 
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spanned by the vectors film), m = 1,2, ... ,n [or, equivalently, 
by the orthogonal polynomials P~J?..I (x),j = 1,2, ... ,n] is n­
dimensional, while the space spanned by the orthogonal 
polynomials Pp -I (x), P = 1,2, ... , is infinite-dimensional. 

Clearly the matrices A and A ( ± ) can also be expressed 
by the formulas 

A = I am film) ® film) , 

m=l 

A'-) = i a~-) fi(m -I) ® film) , 

m = 2 

n -I 
A'·) = I a~+) fi(m + I) ® film) . 

m= 1 

(2.33) 

(2. 34a) 

(2. 34b) 

These formulas contain no integration [in contrast to (2.28) 
and (2.31)]; but they involve all the polynomials Pm -I (x), 
m = 1,2, ... ,n, [evaluated at the points xj ; see (2.21) and 
(2.23)]. 

It is now natural to introduce the matrices X and Z via 
the definitions 

Xjk = f dx w(x) P<j?..1 (x) X p~k21 (x), (2.35) 

~k = f dx w(X)P~J?..1 (x) (~)p~k21 (x). (2.36) 

The (very simple) relation of these matrices to the matrices X 
and Z introduced in the preceding section is specified by the 
following 

Proposition 2.1: Let the matrices X and Z, of order n, be 
defined, in terms of the n arbitrary numbers xj , by (1.7) and 
(1.10); and let the matrices X and Z be defined, in terms of 
the same numbers xj , by (2.35) and (2.36) [with (2.7), (2.8), 
(2.5), and (1.1)]. There holds then the relations 

X = X = C-1XC , (2.37) 

Z=C-1ZC, (2.38) 

with the diagonal matrix C defined by 

C = diag(cj ), Cjk = OjkCj , (2.39) 

where the cj's are defined by (2.8). 
Proof: The first part, namely (2.37), is a well-known 

result9 whose proof need not be reported (it is analogous to, 
but more straightforward than, the proof of the second part); 
note that the second equality in (2.37) is trivially equivalent 
to the first, since X and C obviously commute (they are both 
diagonal). To prove (2.38) we note that (2.36) can be rewrit­
ten in the form 

Zjk = f dx w(x)p<';l_ dX)p~k~ 1 (x) I~I (x - XI)-I, (2.40) 

where we have used the formula 

dp(k) (x) n 
n - 1 _ (k) () " ( )-1 -Pn-I X £.. X-Xl , 
dx 1=1 

(2.41) 

I""k 
implied by (2.10). Now use of the identity 

i (x -XI)-I 

1= I 

I#k 
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=I'(Xk -x,t l 

yields 

1= 1 

- (x - x k ) I' (Xk - X,)-I(X - XI)-I , 
1= I 

(2.42) 

Zjk = Ojk i' (Xj - XI)-I - I' (Xk - XI)-I (C
k

) 

1= 1 1= 1 CI xf dx W(X)P~J?..I (X)P~~I (x). (2.43) 

To obtain the first term in the rhs, (2.9) has been used, while 
to get the second term, (2.7) has been used twice. Now using 
once more (2.9) there obtains (2.38). Q.E.D. 

If the weight w(x) has the property to vanish at both 
ends of the interval (a,b), as is, for instance, the case if the 
polynomial Pm (x) coincides with the Hermite polynomial 
Hn(x), or with the generalized Laguerre polynomial L ~(x) 
with a > 0, or with the Jacobi polynomialp~·(3)(x) with a > 0 
and f3 > 0 (here, and throughout this paper, we use for or­
thogonal polynomials the notation of Ref. 10), then by per­
forming a partial integration in the rhs of (2.36) and using 
(2.7), (2.38), and (1.10) we obtain the formulas 

( )-I( -2 -2) Xj - x k cj - ck 

= -! f dx w'(x)p~(x)/[(x - x)(x - x k)], 

j,k = 1,2, ... ,n, j=j=k, (2.44) 

5j= I'(Xj-Xk)-1 
k=1 

= -! f dxw'(x) [Pn (x)/(x - Xj )]2 . (2.45) 

These formulas provide a connection between the zeros of 
the polynomialpn(x) and the derivative of the weight w(x). 
Note that (2.45) contains no additional constant besides the 
x/s [recall that the polynomials Pm (x) are, by assumption, 
normalized, see (2.1)], while (2.44) can be compared with the 
formula 

cj- 2 = lbdXW(X)[Pn(X)/(X-X)P, (2.46) 

which is implied by (2.22) together with Eq. (3.4.6) of Ref. 9. 
Also note that this last formula, together with (2.44), yields 
the remarkable equation 

f dx {w(x)[ (x - X)-I + (x - Xk)-I] + !w'(x) I 

( 
p~(x) ) . 

X = 0, j,k = 1,2, ... ,n, 
(x - x)(x - x k) 

valid for the orthogonal polynomial P n (x). 

j=j=k, 

(2.47) 

The main result of this section is displayed by Proposi­
tion 2.1. This finding, together with the rest of the discussion 
in this section, shows how the main result of Sec. 1 can be set 
in the framework of the standard theory relating matrices 
and linear differential operators. The content of Lemma 1.1 
should nevertheless be considered nontrivial, in view of the 
simple and explicit form of the matrix Z, see (1.10). This is 
confirmed by the implications that follow quite directly from 
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Lemma 1.1, as exemplified by the results reported in the 
following two sections. 

3. PROPERTIES OF CERTAIN MATRICES 
CONSTRUCTED WITH ARBITRARY NUMBERS 

The following result is an immediate consequence of 
Lemma 1.1. 

Lemma 3.1: Let the linear differential operator 

,.--;- "I d r 

J= I Fr(x)-, (3.1) 
r _ () dx r 

possess m<n distinct eigenvalues!I' 1= 1,2, ... ,m, the corre­
sponding eigenfunctions P [ll(X) being polynomials of degree 
n - lor less: 

.7 p(/\x) = ftP(/)(x), 1= 1,2, ... ,m<n, 

1l-1 

P(/)(x) = I a~) x q 
• (3.2) 

q=O 

Then the matrix of order n 
n I 

F = I Fr (X) zr , (3.3) 
r --- 0 

with X and Z defined by (1.7) and (1.10) in terms of the n 
arbitrary numbers Xj' has the same eigenvaluesft and the 
(unnormalized) eigenvectors 

v(/) = p(/)(X) v, 1= 1,2, ... ,m<n , 

with v defined by (1.4) [with (1.2) and (1.1)]: 

(3.4) 

Fv(/) = ftv(/), 1= 1,2, ... ,m<n . (3.5) 

The extension of this result to the case with multiple 
eigenvalues requires the appropriate qualifications about the 
linear independence of eigenfunctions and eigenvectors, but 
is otherwise straightforward. 

Note that we are assuming neither the differential oper­
ator nor the corresponding matrix to be Hermitian. Indeed 
the results of Sec. 1, and most of those of this and the follow­
ing sections, do not require the introduction of a scalar prod­
uct, either in the functional space nor in the vector space. 

Many matrices with (fully or partly) known spectrum 
can now be easily constructed using Lemma 3.1 and stan­
dard results for differential operators with polynomial eigen­
functions. We report below a few examples; in some cases we 
also display the additional algebraic results that follow from 
the possibility, implied by Lemma 1.1, to translate the prop­
erties of a differential operator (for instance, to act as a rais­
ing or lowering operator on the eigenfunctions of the differ­
ential operator .7) into analogous properties of the 
corresponding matrix. 

Proposition 3.1: The matrix of order n 

N=XZ, (3.6) 

with X and Z defined by (1.7) and (1.10) in terms of the n 
arbitrary numbers Xj' has the first n nonegative integers as 
eigenvalues, and the corresponding (unnormalized) eigen­
vectors are 

Vim) = Xm-1V, m = 1,2, ... ,n, (3.7) 

with v defined by (1.4) [with (1.2) and (1.1)]: 

Nv(m) = (m -1) vim), m = 1,2, ... ,n . (3.S) 

924 J. Math. Phys., Vol. 22, No.5, May 1981 

There hold, moreover, the following equations: 

Zv('n) = (m -1) vIm I), m = 1,2, ... ,n , 

Xvlml = vim + II, m = 1,2, ... ,n - 1, 

Jv(m) = {jonn k n IU, m = 1,2, ... ,n , 

[Z,N] = Z, 

[N,X] = XCI - J), 

with I, J, k n and u defined by (1.6), (1.1), and (1.3). 

(3.9) 

(3.10) 

(3.11 ) 

(3.12) 

(3.13) 

These results are not new3 [indeed the definition (3.6) of 
N coincides with (1.3)]; in the present context they corre­
spond to the differential operator Y = x d / dx, with eigen­
functions x p. 

Proposition 3.2: The matrix of order n 

N(II)=XZ-!Z2, (3.14) 

with X and Z defined in terms of the n arbitrary numbers Xj 

by (1.7) and (1.10) [and Z2 defined explicitly by (1.17)] has 
the first n nonnegative integers as eigenvalues, and the corre­
sponding (un normalized) eigenvectors are 

V(II)(m) = Hm I (X) v, m = 1,2, ... ,n , (3.15) 

with H" (x) the Hermite polynomial9
.
lo of degree p and v 

defined by (1.4) [with (1.2) and 0.1)]: 

N(II)V(ff)(m) = (m -1) v(ff)(m), m = 1,2, ... ,n. (3.16) 

There hold, moreover, the following equations: 

Zv(1I )(m) = 2(m _ 1) V(II )(m 1), m = 1,2, .. ,n, (3.17) 

(2X_Z)v(lI)(m)=v(/[)(m-jI), m=I,2, ... ,n-l, (3.1Sa) 

(2X - Z)vlff)(n) = Hn (X)v, (3.1Sb) 

JV(ff lIm) = {jonn (2" - I /kn )u. (3.19) 

Note that the vector appearing in the rhs of(3.1Sb) is 
generally a linear combination of the n vectors v(/[ )(m), with 
coefficients depending on the numbers Xl' If the Xj 's coincide 
with the n zeros of the Hermite polynomial of order n, then 
the rhs of (3.ISb) vanishes (this case is considered in Sec. 4). 

Clearly the results ofthis Proposition are an immediate 
consequence of the Lemmas and of the well-known 
formulas'!' \IJ 

xH ;(x) -!H ;(x) = pHp(x), H ;(x) = 2pH" _ I (x), 

2xH,,(x) - H ; (x) = Hp + I (x) . 

Proposition 3.3: The matrix of order n 

NILI = [X - (1 + a)I]Z - XZ2, (3.20) 

with I the unit matrix, a any arbitrary number, and X and Z 
defined, in terms of the n arbitrary numbers x j , by (1.7) and 
(1.10) [and Z2 defined explicitly by (1.17)] has the first n 
nonnegative integers as eigenvalues, and the corresponding 
(unnormaJized) eigenvectors are 

V(L lIm) = L:~ I (X) v, m = 1,2, ... ,n, (3.21) 

with L ;(x) the Laguerre polynomial 10 of degree p and v de­
fined by (1.4) [with (1.2) and (1.1)]: 

NILIVILllml = (m - l)vILllml,m = 1,2, ... ,n. (3.22) 

There hold, moreover, the following equations: 

L( - 'v(/' lIm) = (m - 1 + a) v(l-)lm I), m = 2,3, ... ,n, (3.23a) 
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L(-'V(L)(I) L(-'v = 0, 

L(+'V(L)(m) = mv(L)(m + I), m = 1,2, ... ,n -1, 

LI + )vlL )In) = nL ~(X)v, 

with 

V-'= - [XZ + (1 + a) I] Z, 

V+)=(l +a)I-X- [(1 +a)I-2X]Z-XZ2; 

and 

Jv(L)(m) = 15
nm

( - Y -I [en -I)! k
n 

J-I U. 

(3.23b) 

(3.24a) 

(3.24b) 

(3.25a) 

(3.25b) 

(3.26) 

Analogous remarks to those given after (3.19) apply to 
(3.24b). Note that the spectrum of the matrix N (L) (3.20) is 
independent, not only of the n numbers x j , but of a as well. 

Corollary 3.3.1: The matrix V-', of order n, defined in 
terms of the n + 1 arbitrary numbers Xj and a by (3.25), 
(1.6), (1. 7), (1.10), and (1.17), is nilpotent: 

[V -'] n = O. (3.27) 

The formula corresponding, via Lemma 3.1, to (3.22), 
is the differential equation satisfied by the (generalized) La­
guerre polynomials 10 

(x + a-I) Y;" - xY;;' = (m -1) Ym' Ym = L c:n _I (x), 
(3.28) 

while those corresponding to (3.23) and (3.24) are conse­
quences of the formulas 10 

xY;" = (m -1) Ym - (m -1 + a) Ym-I 

=mYm+1 +(x-m-a)Ym, 

Ym L c:n -I (x), 

together with (3.28) or (3.22). 
Proposition 3.4: The matrix of order n 

(3.29) 

N(J) = [(a - /3) I + (a + /3 +2) X] Z + (X2 - I) Z2 , 
(3.30) 

with I the unit matrix, a and/3 any arbitrary numbers, and X 
and Z defined, in terms of the n arbitrary numbers xj , by 
(1. 7) and (1.10) [and Z2 defined explicitly by (1.17)], has the 
n eigenvalues (m - 1)(m + a + /3), m = 1,2, ... ,n, and the 
corresponding (un normalized) eigenvectors are 

V
IJllm

) = P:~'~\ (X) v, m = 1,2, ... ,n , (3.31) 

with p~a·f3)(x) the Jacobi polynomial9
.
10 of degree p and v 

defined by (1.4) [with (1.2) and (1.1)]: 

N(J) v(J)(m) = (m - 1)(m + a + /3) v(J)(m), m = 1,2,oo.,n . 

(3.32) 

There hold, moreover, the following equations: 

(2m + a + (J )(2m + a + /3 - 1)(2m + a + (J - 2) Xv(J)(m) 
= 2m(2m + a + /3)(2m + a + /3 - 2) v(J)(m + I) 

+ ((J 2 - a 2)(2m + a + /3 - 1) v(J)(m) 

+ 2(m + a-I )(m + (J - 1 )(2m + a + (J) 
X v(J )(m- I), m = 2,3,oo.,n - 1 , (3.33a) 

(2m + a + (J)(2m + a + /3 -1)(2m + a + /3 -2) Zv(J)(m) 
= -2m(m -1)(2m + a +/3)(2m + a +/3 -2) 

Xv(J)(m + I) +2(a -/3)(m -1)(m + a +/3) 

X(2m + a + /3 -1) v(J)(m) + 2(m + a-I) 
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X(m + /3 -1)(m + a + /3)(2m + a + (J) v(J)(m - II, 

m = 2,3,oo.,n - 1 , (3.33b) 

J (J)(m) = 8 2-(n +1) (2(n -1) + a +/3) k -I 
V nm 1 n u. n-

(3.34) 

Note that the spectrum of the matrix N (J) depends only 
on a + /3 (it is independent not only of the n numbers x j , but 
of the difference a - /3 as well). 

The differential equations corresponding to 
(3.32) - (3.34) are standard equations for the Jacobi polyno­
mials p~a·f3)(x),9.10 which are not reported here. 

We provide now some more examples of matrices, al­
ways given by simple explicit formulas in terms of n (or 
more) arbitrary numbers, whose spectrum is only partially 
known. 

Proposition 3.5: The matrix of order n 

NIH) = -qI-!q(q+ I)X- 2+(X+qX- I)Z-!Z2, 
(3.35) 

with q any nonnegative integer less than n, 

q = 0,1,2,oo.,n - 1 , (3.36) 

I the unit matrix, X defined by (1.7) in terms of the n numbers 
Xj (arbitrary except for the restrictionsxj #Xk , Xj #0), Z (and 
Z2) defined by (1.10) [and (1.17)], has the first n - q nonnega­
tive integers as eigenvalues, and the corresponding (unnor­
malized) eigenvectors are 

ylHllm) = xq Hm _ I (X) v, m = 1,2, ... ,n - q , (3.37) 

with Hp (x) the Hermite polynomial9
•
10 of degree p and v de­

fined by (1.14) [with (1.2) and (1.1)]: 

NIH) ylHllm) = (m - 1) yIHllm), m = 1,2, ... ,n - q. (3.38) 

We have, moreover, the equation 

Jv(H)(m) = 15m .n _ q(2m - l/kJ u . (3.39) 

Note that only if q = 0 is the complete spectrum of N(II) 

given [indeed in this case N(II) = NUl); see (3.14)]; for in­
stance, for n = 2 and q = 1 the matrix N(II) has, in addition 
to the eigenvalue 0 [corresponding to m = 1; see (3.38)], the 
eigenvalue l-x l-

2 _X;-2 -(X IX 2)-I. 
The differential formula corresponding to (3.38) reads, 

of course, 

y" - 2(x + q/x)y' + [2(m + q - 1) + q(q + 1) x-2 
] Y = 0, 

(3.40a) 

Another example is obtained from the differential 
equation 

xy" + (1 - a - x)y' + [q + r - q(a + q)!x] Y = 0, 

Y== x q L ~ + 2q(X) . (3.40b) 

Here and below L ;(x) is the (generalized) Laguerre polyno­
mial.1O It can be formulated as follows. 

Proposition 3.6. The matrix NIL) defined by (3.20), satis­
fies the vector equation 

[NIL) + q(q + a) X-I - (q + r)IJ xq L ~ + 2
q
(X) v = 0, 

(3.41) 
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provided none of the (otherwise arbitrary) n different num­
bers Xj vanishes and q and r are two nonnegative integers 
whose sum is less than n, 

Xi #0, }=1,2, ... ,n; q=O,l, ... ,n-l; r=O,l, ... ,n-l; 

q + r<n. (3.42) 

Immediate consequences of this Proposition are the fol­
lowing two Corollaries (in addition to Prooosition 3.3). 

Corollary 3.6.1: the matrix of order n 

NIL) = - ql + q(q + a) X-I + [X - (1 + a) I] Z - XZ2, 
(3.43) 

I with a arbitrary, q any nonnegative integer less than n, 

q = O,l, ... ,n - 1 , (3.44) 

I the unit matrix, X defined by (1. 7) in terms of the n numbers 
Xj (arbitrary except for the restrictions Xj # x k, Xj "'" 0), Z (and 
Z2) defined by (1.10) [and (1.17)]1, has the first n - q nonneg­
ative integers as eigenvalues and the corresponding (unnor­
malized) eigenvectors are 

"IL )(ml = xq L ::, ~ 2
I
Q(X) v, m = 1,2, ... ,n - q , (3.45) 

with L ;(x) the (generalized) Laguerre polynomial lO of de­
gree p and v defined by (1.4) [with (1.2) and (1.1)]: 

NILI "ILllm) = (m - 1) vILllm), m = 1,2, ... ,n - q. (3.46) 

There holds, moreover, the equation 

J"ILllm l = 8m." _ Q( _)m -I [(m - I)! k" ]-1 u. (3.47) 

Note that only jf q = 0 is the complete spectrum of NIL I 
determined I in this case NIL I reduces to NIL I; see (3.20); in­
deed NILI = - q[1 - (q + a) X-I] + NIL)) . For instance, 

for n = 2 and q = 1 the matrix NIL I has, in addition to the 
eigenvalue 0 [corresponding to m = 1; see (3.46)], the eigen­
value - 1 + (a + l)(x j-

1 + X 2·
1
). 

Corollary 3.6.2: The matrix of order n 

N(l) = (n -1 - q) X + X[(l + a) 1- X] + X 2Z 2
, 

(3.48) 

I with a arbitrary, q any nonnegative integer less than n, 

q = 0, l, ... ,n - 1 , (3.49) 

I the unit matrix, X, Z (and Z2) defined in terms of the n 
numbersxj by (1.7), (1.10) [and (1,17)]), has the n - q eigen­
values (m - l)(m - 1 + a), m = 1,2, ... ,n - q, and the 
corresponding (unnormalized) eigenvectors are 

,,(l)(m) = X'" I L~; 4 ~('.";;; I)(X) v, m = 1,2, ... ,n - q, 
(3.50) 

with L ~(x) the (generalized) Laguerre polynomial lO of de­
greep and v defined by (1.4) [with (1.2) and (1.1)]: 

NIL) VII. JIm) = (m _ l)(m -I + a) V(L )(m) 

m = 1,2, ... ,n - q. (3.51) 

There holds, moreover, the equation 

JV(L 11m) = 8
q
,o( - )". m [(n - m)! k n ]-1 u. (3.52) 

Note that only if q = 0 is the complete spectrum ofN(L I 
determined;forinstance, for n = 2andq = 1 thematrixN(L I 
has, in addition to the eigenvalue 0 [corresponding to m = I; 
see (3.51)], the eigenvalue 1 + a - x, - x 2 • 

Also note the relation 
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N(L) = X[(n -1 -q) 1 - N(l· 11. 0·53 ) 

which is clearly implied by (3.20) and (3.48). 
A third example is obtained from the differential 

equation 

(1 - X2) y" + [13 - a - (a + 13 + 2) X] y' 
- 2 [q(q + a)(1 - x)-' + r(r + f3)(l + xtl] Y 

+ (q + r + s)(q + r + s + a + f3 + 1) Y = O. 
y= (I - xY'(l + xl' P~(' I 2q.fj I 2rl(x). (3.54) 

Here and below P~'" Ii J(x) is the Jacobi polynomiaJ9
.
1O of de­

gree p. It can be formulated in the following form. 
Proposition 3.7: The matrix N (J) defined by (3.30) satis­

fies the equation 

[N(JI + 2q(q + a)(I - X)·I +2 r(r + f3)(I + Xt l 

- (q + r + s)(q + r + s + a + f3 + 1)] 
xCI - X)q(1 + xy P;" t 2

q.{i I 2r)(x) V = 0, (3.55) 

provided q, r, and s are three nonnegative integers whose 
sum is less than n, 

q=0,1, ... ,n-1; r=O,I, ... ,n-l; 

s=O,l, ... ,n-l; q+r+s<n, (3.56) 

and the (otherwise arbitrary) n different numbers Xj satisfy 
the restrictions 

Xj # I, j = 1,2, ... ,n, if q#O, (3.57a) 

Xi # - I, } = J,2, ... ,n, if r#O. (3.57b) 

Immediate consequences of this Proposition are the fol-
lowing two Corollaries (in addition to Proposition 3.4). 

Corollary 3.7.1: The matrix of order n 

N(l) = NIl) + 2q(q + a)(I - Xt l + 2r(r + f3 )(1 + X)'I , 
(3.58) 

with N(J) defined by (3.30), I the unit matrix, a and /3 arbi­
trary, q and r nonnegative integers whose sum is less than n, 

q=0,1, ... ,n-1; r=O,l, ... ,n-l; q+r<n, (3.59) 

and the matrix X defined by (1.7) in terms of the n different 
numbers Xl' arbitrary except for the restrictions 

Xi # 1, j = 1,2, ... ,n, if q#O, 

Xj # 1, } = 1,2, ... ,n, if r#O, 

has the n - q - r eigenvalues 
(q + r + m - l)(q + r + In + a + f3) 

(3.60a) 

(3.60b) 

m = 1,2, ... ,11 - q - r, and the corresponding eigenvectors 
are 

,,(J lim) = (I _ XF(I + xy P;~ + ~q. fJ + 2r) (X) v, 
m = 1,2, ... ,n - q - r, (3.61 ) 

with P ~'. {3 I(X) the Jacobi polynomiar',]() of order p and v 

defined by (1.4) [with (1.2) and (1.1)]: 

NUl ,,(J)(ml = (m -1 + q + r)(m + a + f3 + q + r) v(JI(m), 

m = 1,2, ... ,n - q - r. (3.62) 

There holds, moreover, the equation 

. J- - " ( - }Q2' .. m v(Jllml -Um ' n - q '- r . 

(
2(m - 1) + a + f3)k _ t 

X n Q 
m -I 

(3.63) 
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Note the property of in variance under the transforma­
tion X--- - X (implying Z~ - Z), a~, q~r; 
and the fact that the eigenvalues (given by this Corollary) 
depend on the two numbers a andp only through their sum, 
and on the two integers q and r also only through their sum. 
The complete spectrum ofN(J) is given only if q = r = 0 (in 
which case this Corollary reduces to Proposition 3.4); for 
instance, for n = 2, q = 1, and r = 0 the matrix N(J) has, in 
addition to the eigenvalue 2 + a + P [corresponding to 
m = 1; see (3.62)], the eigenvalue 
2(1 + a)[(l - xlt l + (1 - X2tl] . 

Corollary 3.7.2: The matrix of order n 

N(J) = (X - I) N(J) + (n -1 - q)(n - q + a + P) X 

- 4r(r + P)(I + X)-I , (3.64) 

where I is the unit matrix, X is defined by (1.7) in terms of the 
n different numbers xj , arbitrary except for the requirement 

Xj ~d, j = I,2, ... ,n if r#O, (3.65) 

a and P are arbitrary, q and r are two nonnegative integers 
whose sum is less than n, 

q=O,l, ... ,n-I; r=O,I, ... ,n-I; q+r<n,(3.66) 

and N(J) is defined by (3.30), has the n - q - r eigenvalues 
2(m - l)(m -1 + a) - (n -1 - q)(n - q + a + P) 
- 2r(r + P), m = 1,2, ... ,n - q - r, and the corresponding 

eigenvectors are 

y(J)(m) = (I _ x)m -1(1 + xy p~a_+~~~~;r) (X) v, 
m = 1,2, ... ,n - q - r, (3.67) 

where Pba ·[3)(x) is the Jacobi polynomial9
•
10 of order p and v 

is defined by (1.4) [with (1.2) and (Ll)]: 
N(J) y(J)(m) 

= [2(m -l)(m -1 + a) - (n -1 - q)(n - q + a +P) 
- 2r(r +P)] y(J)(m), m = 1,2,oo.,n - q - r. 

(3.68) 

There holds, moreover, the equation 

Jy(J)(m) = 6
q

•o( _)m -12m + r-n 

(
2(n - m - r) + a +') 

X k n-
l u. 

n-m-r 
(3.69) 

Note that the complete spectrum is given only if 
q = r = 0; for instance, for n = 2, q = 1, r = 0, the eigenval­
ues are 0 [corresponding to m = 1; see (3.68)] and 

- 2(1 +P) + (a +P + 2)(xl +x2 ), and for n = 2, q = 0, 
r = 1 the eigenvalues are - (a + 3P + 4) [corresponding to 
m = 1; see (3.68)] and a +P+ 2 +x l +x2 - 4(1 +P) 
X [(1 + X 1)-1 + (1 + X2tl]. 

We end this section emphasizing two points, that are 
relevant in view of possible applications of these results to 
test computer programs. (i) All the matrices we have given 
have a completely explicit representation; in particular, no 
matrix products are involved, or matrix inversions, except 
with diagonal matrices. (ii) It is clearly posssible to construct 
in this wayan enormous variety of test matrices with a priori 
known eigenvalues, including matrices having only a few 
very large off-diagonal elements. 
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4. PROPERTIES OF CERTAIN MATRICES 
CONSTRUCTED WITH THE ZEROS OF SPECIAL 
POLYNOMIALS 

In this section we consider properties analogous to 
those discussed in Sec. 3, but now for matrices constructed, 
rather than with n arbitrary numbers, with the zeros of spe­
cial polynomials. It is then generally possible to compute in 
closed form the sums that enter in the definitions, (1.10) and 
(1.17), of the matrices Z and Z2, thereby obtaining more 
explicit representations of these matrices. Moreover, addi­
tional results, in addition to those of Sees. 1 and 3 (which 
continue, of course, to hold), can be obtained. 

In Subsec. 4.1 we consider the (very simple) case in 
which the numbers Xj are the n roots of unity. This choice 
yields, among other results, certain novel representations of 
the classical polynomials. 

In the subsequent subsections we consider the cases in 
which the numbersxj are the zeros of the classical polynomi­
als. These choices reproduces, among other results, those of 
Ref. 3. 

4.1. Matrices constructed with the roots of unity 

In this subsection we take the following specific choice 
for the polynomials (Ll): 

Pn(x) = (xn -I)/n, (4.1.1) 

implying, of course, 

p~(x) = xn -I . (4.1.2) 

This choice implies (in the notation of Sec. 1): 

Xj = exp(21Tij/n), j = I,2,oo.,n , (4.1.3) 

Sj = ~(n -1)/xj' j = I,2,oo.,n , (4.1.4a) 

s52
) = iz(n -1)(5 - n)lx], j = 1 = 1,2,oo.,n , (4.1.4b) 

Vj =xj , j= 1,2,oo.,n. (4.1.5) 

To obtain (4.1.4) we have used the identities 

i' {I - exp[21Ti(l- J)ln] l-I = ~(n -1), (4.1.6a) 
[~ I 

i (l- exp [21Ti(l- j)lnJl-2 = iz(n -1)(5 - n), 
l~ I 

(4.1.6b) 

whose proof is reported in Appendix B. 
Equations (4.1.4) are the formulas that provide the 

more explicit representations of the matrices Z and Z2 men­
tioned in the introduction to this section. A number of ex­
plicit matrices can now be constructed, whose matrix ele­
ments are elementary functions of rational angles, and 
whose spectrum and eigenvectors are known. They are ob­
tained, of course, by inserting in the results of Sec. 3 the 
special choice (4.1.3) [implying (4.1.4,5)]. In particular, it is 
easily seen that the results of Proposition 3.1 reproduce 
Theorem 1 of Ref. 11, the matrix 

Ajk = (1 - Ojk) (I + i cot[(j - k) 1T/n] l ' (4.1.7a) 

[see Eq. (1) of Ref. 11] being related to the matrix N of(3.6) 
[with (4.1.3)] by 

A = (n -1) I _2X-INX. (4.1.7b) 
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It is left to the diligent reader to write in explicit detail all the 
"diophantine relations involving functions of rational an­
gles" II that can be easily obtained in this manner. 

In the rest of this subsection we focus on the results of 
Proposition 3.1, that still read 

Nv(m) = (m -I) vim>, m = 1,2, ... ,n , 

Zv(m) = (m - I) Vim Il, m = 1,2, ... ,n , 

Xv(m) = Vim ,1) m = 1,2, ... ,n -1 , 

Jv(m) = Dmn nu, m = 1,2, ... ,n , 

but now with 

( 4.1.8) 

(4.1.9) 

(4.1.10) 

(4.1.11) 

Nik = !(n - 1) Djk + (1 - Did Xj/(Xj - x k), (4.1.12a) 

~k = ~(n - I)Ojk + (1 - Ojklll - exp [2m'(k - j)lnJ l- I, 

(4.l.I2b) 

Zik = !(n - 1) x} 1 Djk + (1 - Ojd(xj - xd- I 
, (4.1.13) 

vjm) = x;" = eXp(21Tijm/n) . (4.1.14) 

The last formula, together with (4.1.3) and (1.3), 
implies 

(4.1.15) 

and therefore (4.1.1 0) and (4.1.11) imply 

XlI - J/n)vlml = (1 - Dm " )vlm + II, m = 1,2, ... ,n. 
(4.1.16) 

Thus the matrices 

AI - I = Z, AI + J = XlI - J/n), (4.1.17) 
act on the eigenvectors vim) as lowering and raising 
operators, 

A( )v(m) = (m _1)v(m -1), m = 1,2, ... ,n, (4. 1. 18a) 

AI I lyIm) = (1 - Dm,,)V(m + I), m = 1,2, ... ,n. (4.1.18b) 

Actually, the property of acting as a lowering operator is 
possessed by the operator Z independently of the special 
choice ofthexj 's considered here, see (3.9) or (4.1.9); and the 
property of acting as a raising operator is also possessed gen­
erally by X, see (3.10) or (4.1.1 0), except, however, for the 
highest eigenvector, that should be annihilated by a proper 
raising operator acting in a finite dimensional space: a prop­
erty possessed by AI ~ >, with the special choice of x/s dis­
cussed in this subsection, but not, generally, by X. The im­
portance of this will be immediately apparent. Note that 
Eqs. (4.1.18) imply that AI - ) and A ( + ) are nilpotent: 

A(--)"=O, A(t)"=O. (4.1.19) 

The first of these equations is, of course, merely a special case 
of (1.25). It is, moreover, easily seen that the three matrices 
A( ), AI '>' and N satisfy the standard commutation rules 

[A(:-~),NJ = ±AI+l, 

and are related by 

AI I-)A(- )=N, 

AI .- lAl J ) = N + I - J, 

implying, of course, 

[AI >,A( t l] = I - J. 

Moreover, 
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(4.1.20) 

(4. 1.2 la) 

(4.1.2lb) 

(4.1.21c) 

IN = NJ = (n - I)J, 

implying, of course, 

[J,N] = o. 

(4.1.22) 

( 4.1.23) 

Note that the matrix N is now Hermitian, see (4.1.12b), 
and this implies that its eigenvectors are orthogonal, as can 
be easily verified: 

(Viii vlml) = ~ vlll*vlmi = nO , L J J 1m • (4.1.24) 
j~ 1 

We now follow the reasoning of Ref. 6. We thus get the 
following Lemma. 

Lemma 4.4.1: The eigenvalues,u of the generalized ei­
genvalue equation 

(4.1.25) 

where the two matrices M' I '(8) and M' 2 '(8), of order n, are 
defined by 

~ n-ln-l 

M 1sJ(8) = L L L c~~r exp[i(r - q)8] 
p~Oq~Or=O 

x[AI-IF[AI+l]' NP, s= 1,2, (4.1.26) 

with N and AI t ) defined by (4.1.12), (4.1.17), (4.1.13), (1.7), 
and (4.1.3), and the coefficients c~~r arbitrary (but indepen­
dent of 8 )], are independent of 8; indeed they coincide with 
the eigenvalues of the (8-independent) generalized eigenval­
ue equation 

R' J'a = ,uR,2'a, (4.1.27) 

where the matrices R' I, and R' 2), of order n, are defined by 

R~:;, = [(I-l)!J-1 ! (m-I)!' 
p - () 

/I -I 

x " c(\) I + m (I + q - I)! L p,q, q (4.1.28) 
£1 q""" 

qrnm = max(O,m - 1). (4.1.29) 

Proof Set, in (4.1.25), 

v(8) = i am exp(im8)v(ml, (4.1.30) 
HI I 

and using (4.1.18), (4.1.8), and (4.1.24) obtain (4.1.27) [of 
course the coefficients am in (4.1.30) are the components of 
the vector a in (4.1.27)]. Q.E.D. 

We are, of course, assuming the coefficients c~~r vanish 
sufficiently fast as p- 00 to exclude any convergence prob­
lem in (4.1.26) and (4.1.28). Note that the commutation rela­
tions (4.1.20), together with (4.1.2la), imply that no addi­
tional generality would be implied by the inclusion of 
additional terms in the rhs of (4.1.26) differing from those 
now present in the ordering of the matrices A( ), AI ' I, and 
N. 

It is of interest to consider special cases of this Lemma. 
The idea is to induce, by an appropriate choice of the coeffi­
cients ct~r' the Eq. (4.1.28) to reproduce the recursion rela­
tions of the classical polynomials-a very easy task. 

The first choice we consider is the case with all but three 
of the coefficients c~~r vanishing: 

ci/l~) = C~):/I = 2- 1/2
, ci~~) = 1, 

c~~r = 0 otherwise, (4.1.31) 
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It is then easily seen that (4.1.27) becomes 

mam + I + am _ I = 2
1/2

J.tam , 

am =0, if m<;Oorm>n, 

yielding 

(4.1.32) 

am = Hm _ I (,u)/(2m/2(m - I)!], m = 1,2, ... ,n, 
(4.1.33) 

with the eigenvalue condition 

Hn(,u) = 0, (4.1.34) 

where Hp(x) is the Hermite polynomial9
•
10 of degreep. This 

implies the following results. 
Proposition 4.1.1: The n eigenvalues of the matrix of 

order n 

MU/)(O) = 2- 1/2 [A( -) exp( - iO) + A( +) exp(iO»), 
(4.1.35) 

with 0 arbitrary and A ( ± ) defined by (4.1.17), (4.1.13), (1. 7), 
(1.6), and (4.1.3), coincide with the n zeros of the Hermite 
polynomial of order n, and the corresponding (unnorma­
lized) eigenvectors are given by the formula 

v(1)(;)(0)= i [2mI2(m-l)!]-IHm_l(xj"» 
,n = ( 

x exp(imO )v(m), (4.1.36) 

where the vectors vim) are defined by (4.1.14) and xjn) is the 
jth zero of the Hermite polynomial of order n: 

Hn(xj"» = 0, j = 1,2, ... ,n, (4.1.37) 

M(H)(O)V(H)(J)(O) = xYVH)(J)(O), j = 1,2, ... ,n. 

(4.1.38) 
Corollary 4.1.1.1: There holds for Hermite polynomi­

als9
.
10 the representation 

(4.1.39) 

where I is the unit matrix of order n, 0 is arbitrary and the 
matrix M(H)(O) is defined by (4.1.35). 

Completely equivalent, but slightly neater, formulas 
are obtained by replacing M (0) in (4.1.35) and/or in (4.1.39) 
by 

(4.1.40) 

with 

exp(2iO)-n exp(4kp). (4.1.41) 

The explicit form of H (cp ) is displayed by (I. 7). 
We now give without further comments the analogous 

results for Laguerre and Jacobi polynomials. The latter will 
be preceded by the display of the (special) cases of Legendre 
and Gegenbauer (or ultraspherical) polynomials, which en­
tail considerable simplifications. 

Proposition 4.1.2: The n eigenvalues of the matrix of 
order n 

MIL 1(0 ) = (1 + alI + 2N - A(-)exp( - iO) 

- AI+ I[(1 + a)1 + N]exp(iO), (4.1.42) 

with 0 and a arbitrary, I the unit matrix and AI ± I and N 
defined by (4.1.17), (4.1.13), (4.1.12), (1.7), (1.6), and (4.1.3), 

coincide with the n zeros of the (generalized) Laguerre poly­
nomial L ;;(x), 10 and the corresponding (unnormalized) ei-
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genvectors are given by the formula 

VIL )(;)(0) = i L ~ _ 1 (yj")(a»exp(imO )v(m>, (4.1.43) 
m= I 

where the vectors vim) are defined by (4.1.14) andyj")(a) is 
the jth zero of the (generalized) Laguerre polynomial of or­
der n: 

L;; [yj")(a)] = 0, j = 1,2, ... ,n, (4.1.44) 

MLI(O)VILIIiI(O) =yna)vILIIiI(O), j= 1,2, ... ,11 (4.1.45) 

Corollary 4.1.2.1: There holds for (generalized) La­
guerre polynomials 1o the representation 

L ~a)(x) = (n!) -I det(M(L)(O) - xl], (4.1.46) 

where I is the unit matrix, 0 is arbitrary and M(L )(0) is de­
fined by (4.1.42). 

Completely equivalent, but perhaps slightly neater, for­
mulas are obtained by replacing MIL )(0) by L(a) in (4.1.42) 
(4.1.45) and/or (4.1.46), with a arbitrary and L(a) explicitly 
defined by 

LjI-. (a) = Djd a + n - H (n - 1)(2a + n)/n ](x/a) 

- !(n - 1)(a/xj) l + (l - Djk )[ [(a + n)/n] 

x (x/a) - (Xj -a)2/[a(xj -xk)]J, (4.1.47) 

with the x/s defined of course by (4.1.3). Note that this ma­
trix L(a) has nothing to do with the matrix L(O) of (1.4); its 
relation to MIL l( 0), (4.1.42), is given simply by 

M(O) = L[exp( - fO)]. (4.1.48) 

Proposition 4.1.3: The n eigenvaluesJ.t of the generalized 
eigenvalue equation (4.1.25) with 

M(P)(1)(O) = A( - )exp( - iO) + NA +, 

MIP)(2)(0) = M(P)(2) = I +2 N, 

(4.1.49a) 

(4. 1. 49b) 

[where 0 is arbitrary, I is the unit matrix of order n, and the 
three matrices A( ± ) and N, of order n, are defined by 
(4.1.17), (4.1.12), (1.7), (1.6), and (4.1.3)] coincide with the n 
zeros of the Legendre polynomial P,,(X),9.1O and the corre­
sponding (unnormalized) eigenvectors are given by the 
formula 

v(P)(J\O) = i Pm _ I (zjm» exp(imO )v(m), (4.1.50) 
In -= 1 

where the vectors vlml are defined by (4.1.14) andztl is thejth 
zero of the Legendre polynomial of order n: 

Pn(Zj"l) =0, j= 1,2, ... ,n, (4.1.51) 

M(P)(I)(O )v(P)(j)(O) = zj")M(P)(2)V(P)(j)(0). (4.1.52) 

Corollary 4.1.3.1: There holds for Legendre polynomi-
als9

•
10 the representation 

Pn(x) = det[M(P)(I)(O) - xM(P)(2)]! 

(4.1.53) 

where 0 is arbitrary and the two matrices M(P)(l)(O) and 

MP)(21, of order n, are defined by (4.1.49). 
Proposition 4.1.4: The n eigenvalues J.t of the generalized 

eigenvalue equation (4.1.25) with 

M(C)(I)(O) = (N + 2A I)A( -) exp( - ie) 

+ [(N+AI)2-i!JA(+)exp(iO), (4. 1. 54a) 
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MI C Il2)(8) = MICH2) = 2(N + A I)[N + (A + ~)I] (4.1.54b) 

[where 8 and A are arbitrary, I is the unit matrix of order n, 
and the 3 matrices A(t ) and N, of order n, are defined by 
(4.1.17), (4.1.12), (1.7), (1.6), and (4.1.3)], coincide with the 
n zeros of the Gegenbauer polynomial C" (x), 10 and the cor­
responding (unnormalized) eigenvectors are given by the 
formula 

v(C)(J)(8)= i ( r(m+A-p )c~ I [Zj")(A)] 
"'~I r(m+2A-I) 
Xexp(im8)v(m!, (4.1.55) 

where the vectors vim) are defined by (4.1.14) and Zj")(A ) is 
the jth zero of the Gengenbauer polynomial of order n: 

C~[Zj")(A)]=O, j=I,2, ... ,n, (4.1.56) 

M IC )(1l(8 )v(C)(J)(8) = Zj")(A )M(C)(2)v(C)(j)(8), 

j = 1,2, ... ,n. (4.1.57) 

Corollary 4.1.4.1: There holds for Gegenbauer polyno­
mials III the representation 

A (n + 2A -I ) det[M(C)(I)(8) - XM(C)(2)] 
C (x) = , 

" n det[M(C)(I)(8) _ M(C)(2)] 
(4.1.58) 

where 8 is arbitrary and the two matrices M(C)(I )(8) and 
M(C)(2!, of order n, are defined by (4.1.54). 

Proposition 4.1.5: The n eigenvaluesJ-l of the generalized 
eigenvalue equation (4.1.25) with 

M(J)(I)(8) 

= (13 2 
- a 2)[2N + (a +13 + 1)1] +2A( ) 

X [N + (a + f3)I][2N + (a + 13 - 2)1] 

X exp( - i8) + 2(N + al)(N + 13 1)[2N 

+ (a +f3+2)I]A( +)exp(iB), 

M(J)(2)(8) = M(J)(2) = [2N + (a +13)1] 
(4.1.59a) 

X [2N + (a + 13 + 1)1][2N + (a + 13 + 2)1], 
(4.1.59b) 

[where 8, a and 13 are arbitrary, I is the unit matrix of order n 

and the three matrices AI T ) and N, of order n, are defined by 
(4.1.17), (4.1.12), (1.7), (1.6), and (4.1.3)], coincide with the n 
zeros of the Jacobi polynomial p~'·!3)(X),9.1O and the corre­
sponding (unnormalized eigenvectors are given by the 
formula 

vU )(J)(8) = i p;::·!3)1 [zj")(a,f3)]exp(im8)v(m), (4.1.60) 
m --- 1 

where the vectors Vim) are defined by (4.1.14) andzY)(a,f3) is 
thejth zero of the Jacobi polynomial of order n: 

p;;,.{n[zj")(a,f3)] =0, j= 1,2, ... ,n, 

M(J )(1 )(8 )VU )( ')(8) 

=zj")(a,f3)MV)(2)vU)(J1(8), j= 1,2, ... ,n. 

(4.1.61) 

(4.1.62) 

Corollary 4.1.5.1: There holds for Jacobi polynomi­
als'},10 the representation 

(
n + a) det[MU)(I)(8) - XM(J)(2)] p(a,fJ)(x) -

" - n det[MU)(I)(8) _ MU)12)] , 
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(4.1.63) 

where 8, a and 13 are arbitrary and the two matrices 
M(J)( I 1(8) and M(J 1121, of order n, are defined by (4.1.59). 

4.2. Matrices constructed with the zeros of Hermite 
polynomials 

In this subsection we take the following specific choice 
for the polynomial (1.1): 

p,,(x) = [17'1/22"n!] I!2H" (x), (4.2.1) 

where H" (x) is the Hermite polynomial'}' 10 of order n. The 
normalization factor has been introduced for consistency 
with the results of Sec. 2, that are now applicable with 

a = - 00, b = + 00, w(x) = exp( - x 2
), 

(4.2.2) 
k" = [17'1/22 "n!] _. 112. 

Thus, throughout this subsection, the xi'S are the n ze­
ros of the Hermite polynomial of order n, 

H" (x) = 0, j = 1,2, ... ,n. (4.2.3) 

These numbers depend, of course, on n, but this is not explic­
itly indicated here (for notational simplicity). 

This choice yields, in the notation of Secs. I and 2,'\ 

5, =xj , 

5 (2) = J. (n - I) - 1 x 2 
J J .3 J' 

C; = !, 
u;~) = 12" t I "'(n -I)!! 

[n(m - I)! ]j1/2Hm I (x)/H" I (x). 

(4.2.4 ) 

(4.2.5) 

(4.2.6) 

(4.2.7) 

Note that (4.2.6) implies that the matrix C of Sec. 2, see 
(2.39), is now a multiple ofthe unit matrix I; thus, in this case 
the matrices Z and Z coincide, see (2.38). 

These equations, in particular (4.2.4) and (4.2.5), can be 
combined with the results of Sec. 3. Particularly neat results 
are obtained from those of Proposition 3.2, in view of the 
vanishing of the rhs of (3.18b) implied by (4.2.3); the corre­
sponding formulas also match neatly the results of Ref. 3 (see 
in particular Proposition 3.3 of that paper) via the relation 

N H ) = (n - 1)1 - A, (4.2.8) 

with A defined by (1.1) and N(H) by (3.14). 
It is, moreover, convenient to define the two matrices 

AI f I, the three differential operators .wl t ) and <C'/, and the 
three quantities a;,,+ ) and am as follows: 

Ai I = Z, A ( + ) = 2X - Z, 

A j/ ) = OjkXj + (1 - opJ(xj - x k )· I, 

,ni ( ) = d /dx, .nl i + ) = 2x - d /dx, 

(4.2.9a) 

(4.2.9b) 

(4.2.10) 

.w = n -1 -1 .w( t ).wl I, (4.2.11) 

a;" ) = [2(m - 1) ]1/2, a;"t) = (2m)1/2, m = 1,2, ... ,n, 
(4.2.12) 

am = n -1 - ~ a;,.+)1 a;,.") = n - m, m = 1,2, ... ,n. 
- (4.2.13) 

This guarantees, also notationally, consistency with the re­
sults of Sec. 2, and, up to trivial notational changes, with the 
results of Refs. 4-6 [note, however, that Eqs. (11) of Ref. 6 
are misprinted, while EQs. (10) are correct; this accounts for 
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the inconsistency of (11) with (4.2.12)]. Note that the results 
of Sec. 2 go somewhat beyond those previously obtained, by 
displaying the explicit connection [see (4.2.7)] between the 
algebraic results in the n-dimensional vector space and the 
differential and integral properties of Hermite polynomials 
(indeed, all the results reported in this paper have emerged as 
by-products of a research originally intended merely to clari­

fy this connection). 
It is, of course, also possible to combine the special 

choice of Xj 's considered in this subsection with other results 
of Sec. 3. For instance, Proposition 3.1 implies that the 
matrix 

(4.2.14) 

has the first n nonnegative integers as eigenvalues; Proposi­
tion 3.5 implies that the matrix 

NJf1) = 8j d tx; + !(n - 1) - !q(q + l)xj-Z] 

+ (1 - 8jk ) [qx
j 
- 1 (Xj - x d - 1 + (x) - x d - 2 ], 

(4.2. 15a) 

Njf1)=(n-l)8jk -Ajk - !q(q+l)8jk xj -
2 

+ q(l - 8jk)Xj-I(Xj - xd- I (4.2.15b) 

[with n even (so that Xj =l=O,j = 1,2, ... ,n) and q any nonnega­
tive integer less than n], has the first n - q integers as eigen­
values, and so on. These results are obtained easily using 
(4.2.4), (4.2.5), (1.10), and (1.17); the first of them is not new. 3 

The same type of reasoning/) used in the last part of the 
preceding subsection can also be repeated here. It is easier to 
work with the (unnormalized) eigenvectors (3.15) rather 
than with the (normalized) eigenvectors defined by (4.2.7) 
and (2.23), namely, using the formulas 

N(H)v(H)(m) = (m -l)v(H)(ml, m = 1,2, ... ,n, (4.2.16) 

A( - VH)(m) = 2(m _1)v(H)(m -I), m = 1,2, ... ,n, 

(4.2.17) 

A( + )v(H)(m) = (1 - 8
mn 

)v(H)(m + I), m = 1,2, ... ,n. 
(4.2.18) 

Here, of course, N(H) is defined by (3.14), A( ±) by (4.2.9), 
and V(H )(m) by (3.15); but with the xj's being now the n zeros 
of Hn (x) [see (4.2.3), (4.2.4), and (4.2.5)]. These equations 
coincide essentially with (3.16)-(3.18); but note the differ­
ence between (3.18) and (4.2.18). 

In complete analogy to Lemma 4.1.1, there holds now 
the following Lemma. 

Lemma 4.2.1: The eigenvalues fl of the generalized ei­
genvalue equation 

M( Il(8)v(8) = flM(z,(O)v(O), (4.2.19) 

are independent of 8, if the two matrices M( I '(0) and M( 2'(8), 
of order n, are defined by 

a; n-I n-l 

M" l(O) = L L L C~~r exp[i(r - q)(J ] 
p=Oq=Or=O 

X [A( - )]q[A( + )y[N(H»)p, s = 1,2, (4.2.20) 

with N(H) and A( ±) defined by (3.14), (4.2.9), (1.7), (1.10), 

(1.17), (4.2.3)-(4.2.5), and the coefficients c~~r arbitrary (but 
independent of 8 ). 
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The proof is too similar to that of Lemma 4.1.1 to need 
reporting. Moreover, again in close analogy to the results of 
the previous subsection, it is possible to obtain in this manner 
novel representations of the classical polynomials. An exam­
ple of such results (whose proof can essentially be found in 
the literature, see Refs. 3 and 6) has been already reported in 
the Introduction, see (1.5). We conclude this subsection re­
porting two more such instances, namely, the representa­
tions of Laguerre and Legendre polynomials that one obtains 
in this manner, in terms of determinants of matrices of order 
n constructed with the n zeros of the Hermite polynomial 
Hn(x). The proof of these results, as well as the derivation of 
analogous formulas for Gegenbauer and Jacobi polynomi­
als, is left as an exercise for the diligent reader (and also the 
derivation of analogous representations of the classical poly­
nomials--or, for that matter, any polynomials defined by 
simple recurrence relations-in terms of the zeros of La­
guerre or Jacobi polynomials, on the basis of the results of 
the following Subsecs. 4.4 and 4.5). 

Proposition 4.2.1: There hold for Laguerre 10 and Le­
gendre9 ,10 polynomials the representations 

L~(x)=(n!)-I det[M(O)-xl], (4.2.21) 

Pn(X) = det[M<I '(0) -xM(21/det[M<I '(0) _M(z,] , 
(4.2.22) 

where I is the unit matrix (of order n) and the three matrices 
M( 0), M' I '(0 ), and M( 2" of order n, are defined by 

M(O) = - !A( -) exp( - iO) + (1 + a)I +2N(H) 

- (aI + N(H»A( +) exp(iO), (4.2.23) 

M' \'(0) = A( -) exp( - i8) +2N\U)A( +) exp(iO), (4.2.24) 

M(2) = 2( I + 2N(H»). (4.2.25) 

HereOisarbitrary, while the three matrices N(H) and A( ±), of 
order n, are defined by (3.14), (4.2.9), (1.7), (1.10), (1.17), and 
(4.2.3)-(4.2.5). 

4.3. Matrices constructed with the zeros of 
combinations of Hermite polynomials 

This subsection is merely to indicate, by a single exam­
ple, the range of possibilities implied by the results of Sec. 3. 
Take for instance, for the polynomial (1.1), the choice 

Pn(X) = Hn(x) +2nHn_ 2 (x), (4.3.1) 

with n even. Thus we indicate in this subsection by Xj the 
zeros of this polynomial, which satisfy, in the notation of 
Sec. 1, the equations 

5j = Xj + x j - \ j = 1,2, ... ,n, 

5]2)= f [2(n-2)-x!+xJ-
2 j. 

(4.3.2) 

(4.3.3) 

The first of these equations is taken from Ref. 12: the second 
can be easily derived from the results of Ref. 12, for instance 
by the technique used in Ref. 13. 

These formulas may be used, in conjunction with those 
of Sec. 1 [see, in particular, (LlO) and (1.17)], to obtain more 
explicit and compact expressions of the matrices Z and Z2_ 
hence of all the matrices appearing in Sec. 3, whose results 
are, of course, all applicable. 

Note that (3. 18b), together with 
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Hn(X) = - 2nHn _2(X), 

[implied by (4.3.1)] and (3.18b), yields 
(2X-Z)y(/{)(n l = -2ny(ll)(n II, 

and this, together with (3.17), gives 
Xy(l{ )(nl = _ y(fll(n -- II. 

(4.3.4) 

(4.3.5) 

(4.3.6) 

There is, however, no neat way to define a proper "rais­
ing" operator, namely a matrix having the property (3.18a) 
and, in addition, annihilating y(n). 

4.4. Matrices constructed with the zeros of Laguerre 
polynomials 

In this subsection we take for the polynomial (1.1) the 
choice 

Pn(x) = ( - nr (n + a + 1)/n!] -112 L ~(x). (4.4.1) 

The normalization constant is introduced to make the nota­
tion consistent with that of Sec. 2, with in addition 

a = 0, b = 00, w(x) = XU exp( - x), 

[ (n + a)1-- 1/2 
k" = r(a+l) n (n!)-I. (4.4.2) 

Thus, throughout this subsection, the xj's are the n zeros of 
the (generalized) Laguerre polynomial 10 of order n: 

L :;(x) = 0, j = 1,2, ... ,n. (4.4.3) 

These numbers depend, of course, on n and a, but this is not 
explicitly indicated here for notational simplicity. 

This choice yields, in the notation of Secs. 1 and 2, J 

5j = ! [l - (1 + a)/xj ], (4.4.4) 

5:21
= - n [1 - 2(2n + 1+ a)l Xj + (a + 1)(a + 5)/ xJ], 

(4.4.5) 

C = Xl/2 
.I .I' 

(4.4.6) 

( 
xT(n + a)(m - I)! )112 L ~ -I (xj ) 

u<j,1 = ( - )" - m (~+ a)T(m + a)n! L ~ __ I (Xj) . 

(4.4.7) 

These equations, in particular (4.4.4) and (4.4.5), can be 
combined with the results of Sec. 3. The neater results obtain 
in connection with those of Propositions 3.3. and 3.6. Their 
relation to the results of Sec. 4 of Ref. 3 is given by the 
formula 

N(L 1= (n - 1)1 - 2XBX- I , (4.4.8) 

where N(L I is defined by (3.20) and B by Eq. (4.4) of Ref. 3. 
The results of Ref. 7 are, moreover, reproduced, with the 
following notational correspondence: 

A =!C I [en -1)1 - N(L I]C, (4.4.9) 

A(+I=C-IL(±IC, (4.4.10) 

y(ml=(_)" II[r(a+m)/(m_l)!]-I!2C ly(L)(ml, 

with [see (4.4.6)] 

C=X I/2
. 

(4.4.11) 

(4.4.12) 

The matrices and vectors in the lhs of (4.4.9), (4.4.10), and 
(4.4.11) are defined in Ref. 7, while those in the rhs are de-
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fined in the present paper, see in particular (3.20), (3.25), and 
(3.21) [the latter, of course, with (1.4) and (4.4.1)]. Finally, 
the results of Sec. 2 are also applicable, with the orthonormal 
set defined according to (4.4.1) and (4.4.2) and the quantities 
U~!.I and cj defined by (4.4.6) and (4.4.7); the appropriate 
definition of the operators ,c/ and ,7"( i I of Sec. 2, such that 
the matrices A and A( + I of Sec. 2 coincide with those intro­
duced here, (4.4.9) and (4.4.10), then read 

.r:I = Hn - 1 - (x - 1 - a) d /dx + x d 2/dx2], (4.4.13) 

.r:I( 1=(1 + a + x d /dx) d /dx, (4.4. 14a) 

.w l + 1= -2xd/dx-(1 +a)(l-d/dx)+x(1 +d 1/dx2), 
(4.4. 14b) 

namely, they are just (up to a sign; see below) the translation 
into differential operators (according to the simple rule 
X-x, z-d /dx) of the matrices 

A = CAC- 1= H(n - 1)1 - NIL I], (4.4.15) 

(4.4.16) 

as implied by Proposition 2.1. The corresponding values of 
the quantities a~} ) and am are 

a\,I=[(m-l)(m-l+a)]1/2, 

a;n == ~(n - m), 

consistently with the differential formulas 

.wl ± Pp _ I (x) = a~ ± Pp _ I ± I (x), 

,rlpp __ I (x) = appp _ I (x), 

where, of course, 

(4.4.17) 

(4.4.18) 

(4.4.19) 

(4.4.20) 

pl'(x)=(-)p[r(p+l+a)/p!]-I!2L~(x), (4.4.21) 

and with the corresponding vector formulas,7 

(4.4. 22a) 

A(,ly(ml=[a(,I- o a(+)]y(m+llm=12 n 
In Inn n " , ••• , , 

Av(m) == am v(m). 

(4.4.22b) 

(4.4.23) 

Here the vectors y(m) are defined by (4.4.11), and it is easily 
seen that this definition is consistent (up to a sign factor) 
with that of the normalized vectors of Sec. 2; indeed 

(4.4.24) 

[see (4.4.11), (4.4.7), and (2.23)]. Note the consistency of the 
sign factor in (4.4.24) with the minus sign in (4.4.16). 

Let us emphasize again that here, besides reproducing 
the results of Refs. 3 and 7, we have clarified their relation to 
the general theory of orthogonal polynomials by displaying 
the connection with the treatment of Sec. 2. 

As in the case of Hermite polynomials, see Sec. (4.2), it 
is of course possible to combine the special choice of the set 
Xj considered in this subsection with other results of Sec. 3 
besides Propositions 3.3 and 3.6; but this is left as an exercise 
for the diligent reader. 

4.5. Matrices constructed with the zeros of Jacobi 
polynomials 

In this subsection we limit our presentation to provid-
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ing, without commentary, the formulas needed to relate the 
treatment given in this paper with the results of Ref. 3 in­
volving the zeros of Jacobi polynomials. Thus we set 

( 
2C'+ff+-Ir(n+a+I)r(n+/3+1) )~1/2 

Pn(X) = 
(2n + a + /3 + l)n!r(n + a + /3 + 1) 

(4.5.1) 

implying of course that in this subsection the numbersxj are 
the n zeros of the Jacobi polynomial of order n, 

(4.5.2) 

The results of Sec. 2 are then applicable for the orthon­
ormal set of polynomials 

( 
_2_"_+_f3_+_I_r-,(..!...p_+_a_+:...-..:l )_r--,(:...!..p_+~/3_+,------,I)_ ) ~ 1/2 

P (x) = 
p (2p + a + /3 + I )p!r (p + 1 + a + /3) 

Xp~a·(3)(x), (4.5.3) 

with 

a = - 1, b = + I, w(x) = (1 - x)u(1 + x)f1, 

kn = [22n +n+-f3+ 1(2n + a +/3 + l)n!F(n + I + a) 

X r (n + 1 + /3)T (n + 1 + a + /3) ] ~ 112 

Xr(2n+2+a+/3), (4.5.4) 

cj = [(1 - xI)nl(2n + 1 + a + /3) ]1/2, (4.5.5) 

u~~) = !(2n + a + /3) 
X ![(2m + a + /3 - 1)(m -1)! 

X r(m + a +/3)F(n + a)F(n +/3)] 

X [n(n + a)(n + /3)n!F(n + a + /3 + 1) 

Xr(m + a)T(m +/3)] ~ Illt2 

X(I - x 2)1/2p(a.f3) (x)IP(a·f3)(x). 
} m-J ) n-J ) 

There hold, moreover, the relations3 

(4.5.6) 

5j = Ha - /3 + (a + /3 + 2)xj ]/(1 - xl), (4.5.7) 

5 f) = n ! 4(n - I )(a + /3 + n + 2) - (a - /3)2 
- 2(a - /3 )(a + /3 + 6) Xj - [4n(a + /3 + n + I) 
+ (a + /3 + 2)(a + /3 + 6) ]xJl 1(1 - xI)2, (4.5.8) 

implying (after a tedious computation) 

r = ! C 2 [en - I)(n + a + /3)1 - N(J)]c2
, (4.5.9) 

with 1 the unit matrix, N(J) defined by (3.30), C defined by 
(2.39) and (4.5.5), and with the matrix r defined by 

n 

r jk = Ojk I '(1 - x7)I(Xj - XI )2 
I~ I 

-(I-ojk )(I-xD/(x
j 

-Xk)2. (4.5.10) 

Thus r coincides with the matrix C defined by Eq. (5.4) of 
Ref. 3, and Eq. (4.5.9) provides the connection with the re­
sults of Ref. 3. 

5. OUTLOOK 

Several directions of further research are naturally sug­
gested by the results reported in this paper. 

In the first place the limit of these results as n--+ 00 

should be studied. In this manner it should be possible to 
obtain results on the spectrum of infinite matrices such as 
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those discussed in Ref. 3 and on the properties of integral 
singular operators such as those considered in Ref. 14. Par­
ticularly interesting should be the relationships that shall 
thus arise between differential operators, infinite matrices 
and singular integral operators. 

Secondly. the results of this paper suggest investigating 
the use of the matrix Z as an ( approximate) representation of 
the differential operator in the context of numerical analysis 
and of the problems of interpolation, of mechanical quadra­
ture, and of the numerical solution of (differential and inte­
grodifferential) eigenvalue problems. In the latter context 
the extension to more than one variable is also appealing. 

The question of confluence should also be considered, 
namely the limiting form taken by the results of this paper 
(see in particular Secs. 1 and 2) if two, or more, of the a priori 
arbitrary (but different) numbers Xj coalesce. 

Let us finally note that, in this paper, nothing has been 
said on the "inverse" problems in which a matrix, having a 
certain structure that defines it in terms of a set of numbers, 
is required to have a given spectrum, and this requirement is 
supposed to determine the (a priori unknown) set of num­
bers. We know, of course, that in some cases this problem 
has either no solution or too many solutions; for instance, the 
requirement that the matrix N, of order n, defined by (1.3), 
have a given spectrum, has generally no solution, unless the 
spectrum coincides with the first n nonnegative integers, in 
which case no restriction at all is implied on the numbers xj • 

On the other hand, it has been conjectured 1-3 that the re­
quirement that the matrix A, of order n, defined by (1.1), 
have the first n nonnegative integers as eigenvalues, implies 
that the numbers Xj coincide, up to a common additive 
constant, with the n zeros of the Hermite polynomial of 
order n; and many analogous conjectures3 can be plausibly 
formulated [for instance, in terms of the matrices defined by 
(4.2.14) or (4.2.15)]. All these conjectures stand; and, while 
the hope that the more general approach developed in this 
paper provides a handle to prove or disprove them appears 
reasonable, so far I cannot report any substantive progress. 
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APPENDIX A 

The main formula to prove is (2.9). Forj/=k the proofis 
easy: the definition (2.7) implies 

p~j~ I(X)p~k~I(X)=q"~2(X)P,,(x), (AI) 

q" ~ 2 being a polynomial of degree n - 2 and being, there­
fore, orthogonal to Pn(x) [see (2.I)J. For) = k, it is conve­
nient to assume that (2.9) holds, since this can always be 
enforced by appropriate choice of the normalization con­
stants cj in (2.7); the actual evaluation of cj , namely, the 
proof of (2. 8), is postponed. The formulas (2.10), (2.11), and 
(2.12) are obvious. It is then convenient to go over to (2.17) 
and (2.18), while define u:';\ and to notice that these formu­
las, together with (2.1) and (2.9), imply (2.19) and (2.20). 
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Then (2.13a) is proved, using (2.17)-(2.20); (2.13b) follows, 
using 02.2); next follows (2.14), in an obvious way, (2.15) 
from (2.13a) and (2.11 b), and (2.16) also trivially; and then 
(2.21) follows, from a comparison of(2.15) with (2.17). Now 
inserting (2.21) in (2.19) and using the formula 

II 

I Pm-l (X)Pm_l(X k) 
m-:-l 

(A2) 

which is a special case of (2.2) and (2.3), we finally obtain 
(2.8). The proof of the remaining equations is plain: (2.27) 
and (2.28) follow from (2.26), using (2.17H2.20) and (2.23) 
and in a similar manner (2.30) and (2.31) follow from (2.29); 
(2.33) follows from (2.27), and similarly (2.34) from (2.30). 

APPENOIXB 

The proof of (4.1.6a) is trivial: 

t ' ( 1 - exp[211"i(l-J)/n} I -1 

,~ 1 

11-1 

= I [I - exp(21Til In)} -1, (BI) 
,~ 1 

n - I I [I - exp(21Til In)}-I 
,~ 1 

II-I 

= n - 1 + I [I - exp(21Til In)} -l exp(21Til In) 
,~ 1 

n -1 

=n-l- I [I-exp(21Tilln)]-I. 
,~ 1 

(B2a) 

(B2b) 

The step (B 1) is obtained by replacing the summation 
index I with I' = 1- j, and using the cyclic property. The 
step (B2a) is obtained by multiplying the summand by 
[1 - exp(21Til In)] + exp(21Til In); (B2b) is obtained by re­
placing the summation index I by n - I, and it clearly yields 
(4.1.6a) . Q.E.D. 

The proof of (4.1.6b) is also plain: 

t ') 1 - exp[21Ti(l- j)/n] \-2 
1= 1 
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II 1 I [1 - exp(21Til In)] 2 

1 c I 

" 1 I [l-exp(21Tilln)} 2 

1 - I 

n -1 

= !<n-l)+ I [I-exp(21Tilln») 
,~ 1 

Xexp(2m'/ In) 

n -1 

= ~ (n -1) - ! I [sin(1Tlln)}-2 
l~ 1 

(B3) 

(B4a) 

(B4b) 

= ~(n-l)- ~(n2_l). (B4c) 

The steps (B3) and (B4a) are analogous to (BI) and (B2a); 
(B4b) is plain; (B4c) is obtained from Eqs. (14) and (8) of 
Ref. 11, and it yields (4.1.6b) . Q.E.D. 
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All representation functions of IU(n) have been found in explicitly closed form. They are obtained through 
the contraction of Urn + I) or Urn ,I). These expressions are closely connected with the generalized beta 
functions of Gel'fand and Graev. 

PACS numbers: 02.20.Rt 

I. INTRODUCTION 

In a previous paper / we have obtained an explicit ex­
pression for the representation functions of ISO(n), In 
this paper we show how the representation functions of 
lU(n) can be explicitly obtained. 

The method used in this paper, however, is quite dif­
ferent from that of Ref. 1. Whereas in the case of 
ISO(n), we obtained the representation functions through 
the method of induced representations as given by Wole 
in the form of an integral, we find that this method is 
not easy to use in the case of lU(n), even though Wolf3 

has in fact given an integral expression for lU(n). In 
Ref. 1, we mentioned that the representation functions 
of ISO(n) can also be obtained from the contraction of 
the representation functions of SO(n + 1) or SO(n, 1), 
through Wigner's method. 4

,5 We showed there explictly 
how the d-functions of 180(2) and ISO(3) can be obtained 
from the d-functions of SO(3) and SO(4) respectively 
through the process of contraction. In a future publica­
tion we shall show that this contraction process, when 
applied to ISO(n), will lead to a new result different 
from that in Ref. 1, in that the representation functions 
of ISO(n) are expressible as sums over a confluent 
hypergeometric function IFI with argument 2iy~. This 
contraction process is also valid when applied to IU(n). 
In other words, we are saying that lU(n) can be con­
sidered as derivable from U(n + 1) or U(n, 1) through the 
process of contraction. In the case of IU(n), we find 
that this method of contraction is much easier to use 
than the method of induced representation through inte­
gration. Thus we intend to show in this paper how an 
explicit expression for the representation functions of 
IU(n) can be obtained from contracting the representa­
tion functions of U(n + 1) or U(n, 1). 

There are at least two different ways of writing the 
representation functions of U(n): one by means of the 
Weyl coefficients,6 and the other by the generalized beta 
functions of Gel'fand and Graev. 7 The first one, how­
ever, cannot be easily extended to U(n, 1), whereas the 
second one can be extended to U(n, 1), as done by 
Klimyk and Gavrilik. 8 If the contraction process is to 
give meaningful results, the representation functions 
chosen to be contracted must be applicable to both 
U(n + 1) and U(n, 1). Thus we must use the representa­
tion functions gi ven by Gel 'fand and Graev. The final ex-

pression we have obtained for the representation func­
tions of IU(n) is in terms of powers of K~, summed over 
n variables. Here K is the same continuous variable 
used by Chakrabarti,9 and IK 12 is the eigenvalue of the 
second order Casimir invariant of IU(n), L e., 

" , _ "'I"'[[i _ 1 12 
'"" (2) - L..J i "+1 - K • (1.1) 

i::l 

~ is the same variable used by Wolf.3 It represents 
translation in the n direction. This expression is con­
vergent for all values of K and ~, and can also be ex­
pressed as a finite sum over a generalized hypergeo­
metric function 3 (n-l)F3"-2 for lU(n). It is interesting to 
note that this expression is quite different from that of 
ISO(n), n> 2, where, as we have shown in Ref. 1, the 
representation functions are expressible as a summa­
tion over Bessel functions. The only exception, of 
course, is in the case of IU(1) which has the same form 
as that of 180(2), Le., as an ordinary Bessel function. 

In Sec. II, we discuss briefly the representation the­
ory of lU(n), and its relation to U(n+ 1) and U(n, 1). In 
Sec. III, we calculate explicitly the representation func­
tion of 1U(1), which is somewhat special, because it 
has the same form as 180(2). In Sec. IV, we calculate 
explicitly the representation function of 1U(2). In Sec. 
V we obtain the general representation functions for 
alllU(n). 

II. SUMMARY OF THE THEORY OF 
REPRESENTATIONS OF IU(N), U(N +1), 
AND U(N,1) 

The main results connecting the representations of 
lU(n) , U(n+ 1), and U(n, 1) are contained in a paper of 
ours. IO Here we shall mention only those formulas and 
notations that are necessary for the understanding of 
subsequent sections. 

For lU(n -1) we denote the basis state by 

m 2 ,n .•. m n_1," 

m l , n-1 m 2, "-1 ••• m n-l, n-1 

(2.1) 

For the continuous variable we use K according to 
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Chakrabarti.9 [See Eq. (1.1).] For U(n) we denote the 
bas is state by 

(2.2) 

For U(n -1,1) we denote the basis state also by (2.2) 
with the understanding that, for the principal continuous 
series, 

m 1,n= -(n -1)/2+ z , 

m n,n= (n -1)/2+ z* . 

The contraction process then goes as follows: 

For ISO(n), we showed in Ref. 1 that 

(2.3) 

ml,n+18=y~, and m 1,n+l- oo • (2.4) 

A similar result is found for IU(n) (see Wolf3
), Le., 

€8 = K ~ and € - 00 • 

where €= Imz. This is equivalent to 

m -ioo l,n 

and 

1 cos8 

tan8 o 

where t = tan8. 

(2.5) 

(2.6) 

o 
1 

The d-functions of b(I+ten,n-l) and b(I+ten,n-J have 
been given by Gel'fand and Graev. 7 They can also be 
expressed in terms of the isoscalar factors of U(n) and 
U(n - 1) for the totally symmetric representations; as 
shown by Louck and Biedenharn.ll 

Thus for IU(l), we have 

(3.4) 

Now we write the d-function of U(2) according to (3.3), 
L e., 

x dm~,2m~2( bo( 8)dm~,2m22(I - ten) • 
m1l mU mIL mIL 

(3.5) 

According to Louck and Biedenharn. 
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1 

o 

mn,n- _ioo. 

Then the only formula one has to use in the contrac­
tion process is the one given by Talmanll

: 

lim[(n +p)! (n +q)! J = lim (n)h. "--00 n-+-C() 

III. EXPLICIT EVALUATION OF THE 
REPRESENTATION FUNCTION OF IU(l) 

(2.7) 

Before going to the particular cases, we would like to 
derive the d-functions of U(n) according to the method 
of Gel'fand and Graev. 

Any element g of U(n) can be decomposed uniquely as 

g= ha(tj»b(8)h, 

where a(tj» and b(8) are the matrices 

(

1 0 

a(tj» '" 0 1 .); b(8)OO(~ : 

e-'''' cosll 
sin8 

(3.1) 

_'in,) , 
cosll 

(3.2) 

h is the most general element of the subgroup U(n -1), 
and h is a special element of U(n -1). But b(8) can be 
further decomposed as follows: 

(3.3) 

dm~2m22(I + te
l2

) = [;m(m12' m22)]L / 2 
mllmU ;m(m u ) 

x S ..... 21=.,( m~12::.:,-:-m-:::22:!.; _m..:l,",1 )~S~2::..;2( ..... m..:l:.::2.:...' m.....::2",,2 ; ..... m---712;.;.' -:::m,,2;:,:;..2) 
S21 (m{I' 0; m ll )S22(m I2 , m 22; m{l' 0) 

x SU(m{l;m{l) tmil-mu 
SU(m;l;m U) , 

where 

" / " ;m= II (m jn+ n -i) II (m jn - m in+ j - j) , 
i~l i<i 
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(3.9) 
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XI ")I( /I, ')I( /I )1 ~m12 - m l1 • mil -lnH • m ll - m ll • 

X (COS8)mll +mil -m12-m22(sin8)2m{'l-mll-mil. 

(3.11) 

This formula with 8 replaced by 8/2 is in agreement 
with the d-function of U(2) as given by Rose,t2 Eq. 
(4.14). 

Applying the contraction process and Eq. (2.7) to Eq. 
(3.5), we obtain the d-function of IV(l): 

1 
fd""., m W=L (" )I( II ')1 

11 u "'11 mU-rnll . mu-rnu' 

x (-1) mll- mU(K ~)2mi'1-mu -mil. (3.12) 

By redefining »I=rnrt-m{l we find 

(3.13) 

This result, of course, can also be obtained by con­
tracting the Jacobi polynomial, as we pointed out in 
Ref. 1, Eq. (2.7). Thus if we write the d-function of 
U(2) in terms of the Jacobi polynomial: 

di, ({3)= (_l)m-m'J-: fI1 • J.-m (cos{3/2)m'+m 
[" 

,/)1(' /»)112 

mm (J+m)t(J-m) 

x (sin{3/2)m'-m p1~~~m.m'+m)(cos{3) (3.14) 

we can use the contraction process [Ref. 13, Eq. (41), 
p. 173] 

lim n-" P ~'" 8) (cos(zl n» "" (z/2)-"J ,,(z) (3.15) 
n-"'" 00 

and obtain 

fd"milmu(~) =Jmll_m,)2K~). (3.16) 

Note that in Eq. (3.14) we have added the phase (_l)m-m' 
to the d-function of U(2) as given by Edmonds, Eq. 
(4.123).14 This is because the d-function of Edmonds 
differs from that of Rose by the phase factor (_1)m-m'. 
Also it is obvious that (3 in Eq. (3.14) is equal to 28 in 
Eq. (3.11). This explains the factor 2K~ as the argu-

937 J. Math. Phys., Vol. 22, No.5, May 1981 

ment of the Bessel function in Eq. (3.16). 

The result of IV(l), of course, reminds one of the 
representation function of 180(2), which is of the same 
form. However, one must not conclude that the repre­
sentation function of IU(n) will be similar to those of 
180(n), as we shall show in subsequent sections. In a 
sense, therefore, IU(l) is a special case. 

IV. EXPLICIT EVALUATION OF THE 
REPRESENTATION FUNCTION OF IU(2) 

For the case of IV(2), we start by writing down the 
d-function of U(3) according to Eq. (3.3). 

dml3m23m~3 , (8) 
mlZmZ2mlZmZ2 

m11 m11 

X (cos8)m12+m22-m13-m23-m33dmpm~3m~3 , (J -tan8e
23

). 
m12m22m12m22 

mIl mIL 

(4.1) 

The d-functions of (I + ten) and (I - teZ3 ) have, in fact, 
been explicitly given by Gel'fand and Graev. 7 Note that 
their basis is modified by a factor ,,-em) given in Eq. 
(2.2) of their paper. Thus Eq. (4.1) can be written down 
explicitly. The important point we wish to make is that 
in the contraction process, the terms containing in­
finity all cancel out. To demonstrate this, let us pick 
out from Eq. (4.1) only those terms which approach in­
finity, Le" terms containing m 13 and m 33. Then we 
have 

[
(m13 - m12)! (m13 - m22+ 1)! (m{'2 - m33 + 1)! (m~2 _ fI133) !]11 2 

(m13 - m{'2)! (rn 13 - m~2+ 1)! (m12- »133 + 1)! (111 22 - 1n33)! 

(4.2) 

and a similar term with m12 and n122 replaced by m{2 

and n1~2 respectively. It is clear that by applying the 
limiting process of (2.5)-(2.7) to (4.2), we find that 
(4.2) is reduced to 

(4.3) 

Thus all terms containing infinity drop out. 

Thus we obtain the representation function of IV( 2) 
explicitly as fOllows: 

(4.4) 
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Equation (4.4) can be rewritten in different forms as 
swns over a generalized hypergeometric series. From 
the expression in (4.4) it is easy to see that the swn­
mation over m{'2 is an infinite swn, while the swnma­
tion over /11;2 is finite. It is easy to check that the ex­
pression in (4.4) is convergent for all values of K and 
~. We shall see in the next section that the two proper­
ties mentioned above are applicable to all the repre­
sentation functions of IU(n), n> 1. The two properties 
are: (1) The representation functions of IU(n) are con­
vergent for all values of K and~. (2) They can be ex­
pressed as swns over generalized hypergeometric 
functions. 

V. REPRESENTATION FUNCTIONS OF IU(n) 

The process we have used for IU(l) and IU(2) can be 
generalized to IU(n). The d-function of U(n + 1) is writ­
ten as 

X ~,rm]n+l (I - te) (5 1) 
u[m"],,£m']n n, n+l , • 

(m]n-l(m]n-l 

where 

n n-1 

Wn = ~ min -~ m In-l • 
i=l j:l 

For the d-functions appearing on the right-hand side 
of Eq. (5.1), we can use the expression obtained ex-

plictly by Louck and Biedenharn.11 

di:::Jn l[m'] 1 (I + ten n-J = di:::,ln [m] (I + len_1 n) 
[mJ~:2[m]:=2' t [m]::~[m]::~' ' 

=[ ~([m]n) ]1/2/lmJnlb,Ollmlln_10) 
b!b'!;m:([m]"..J \lmJn-1 ° Iml n-1 

x/lm/ln-1 b',O llm t -1 )t
b

' 

\ lm In-2 ° lm J n-2 ' 

where the measure ~ is given in Eq. (3.7), and 

/ [mJn 

\ 1m In-1 

b,O 

° 
lmfln) 

= (b !)l 
[m In-1 

X 5nn-1(m In' • • m n, n; m1n-1' •• m n-1, n-d 
Snn-l (n1 ~ n* .. rn~, n; m 1n-1- • • m n-1, n-J 

X Snn(ml n . . . m""; min- . . I'n nn) 
Snn(m1no • • m nn; m~n· . . ffl ~n) 

n-1 "-I 

b' = L m;,n-l -~ YI/ i,,,..l 
i:::l i:l 

5 is given in Eq. (3.8). 

(5.2) 

(5.3) 

It is then found that the contraction process goes 
through for all IU(n), because the terms containing in­
finity all cancel out. Therefore, the representation 
functions of IU(n) can be obtained explicitly from those 
of U(n+ 1) as given in Eq. (5.1) by omitting all factors 
containing m ln +l and mn+l,n+U and replacing cosO by 1 
and sinO by K~. The final result of the representation 
function of IU(n - 1) is 

T n,,,..l( lm]", [m J n-l) Tnn2( [m J n, [m J n)Tn,n-l( [m] n, lm' J noll 

5n.n-l([m"]n-l'O; [m] n-J5n,n-l([m"] n_10; [m']n-l) 

x 5~-1.n-2([m"]""1' [m]""2)S~-l,n-l(lm"J"..tlm"]""1) 
T~n ([m] n; [m"] n-ll 0)5n_l , n-2( [m] n-l [m 1 n-2)5n-1, n-2( [m']""l [m In-2) 

where ~ and T are obtained from ~ and S respectively 
by omitting all factors containing m ln and mnn' The 
swnmation over m '\"..1 is an infinite swn, while the 
swnmation over the other indices are finite in accord­
ance with the branching rules of U(n). Again, we find 
that (5.4) has the following two properties: (1) It is 
convergent for all values of K , ~. (2) It can be expressed 
as a swn over a generalized hypergeometric function 

3 (n-2l F 3n- 5' 
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A general mathematical framework for the super Lie groups of supersymmetric theories is 
presented. The definition of super Lie group is given in terms of supermanifolds, and two 
theorems (analogous to theorems in classical Lie group theory) are proved. The relationship of the 
super Lie groups defined here to the formal groups of Berezin and Kac and the graded Lie groups 
of Kostant is analyzed. 

PACS numbers: 02.20.Sv, 1l.30.Pb 

1. INTRODUCTION 

Several recent theories, notably supersymmetry, 1 su­
pergravity2 and also superunified theories of weak and elec­
tromagnetic interactions3 have considered multiplets of 
fields transforming under a rule which is expressed infini­
tesimally by a graded Lie algebra with infinitesimal Grass­
mann parameters. The assumption is that the graded Lie 
algebra is the algebra of infinitesimal generators of some "su­
per Lie group"; such groups have been constructed by ex­
ponentiation of the algebra using the Baker-Campbell­
Hausdorffformula,4 or exponentiation of matrix representa­
tions of the algebra. 5 The nature of the infinitestimal param­
eters suggests that a global super Lie group should be a space 
with local coordinates in a Grassmann algebra, i.e., a super­
manifold, and thus one is led naturally, by analogy with the 
definition of a conventional Lie group, to a definition of a 
super Lie group as a group which is also a supermanifold,c' 
with superanalytic group operation. This approach is ex­
plored in detail in this paper, and provides a general math­
ematical framework for the groups mentioned above. The 
graded Lie algebra of infinitesimal generators of a super Lie 
group appears in a manner exactly analogous to the Lie alge­
bra of infinitesimal generators of a conventional Lie group. 
The supermanifolds used in this definition are those of Ref. 
6; because such a supermanifold is a topological space, the 
formulation of super Lie groups given here naturally in­
cludes global topological properties. It should now be possi­
ble to consider whether or not the global properies of super 
Lie groups have physical implications analogous to those of 
conventional Lie groups. 

Super Lie groups derived from graded Lie algebras 
were first considered by Berezin and Kac, in a mathematical 
context, some years before the physical theories mentioned 
above; in their paper "Lie groups with commuting and anti­
commuting parameters,"7 they give a definition of a formal 
(super) Lie group. Subsequently Kostant has given a defini­
tion of a graded Lie group.8 Neither the formal groups of 
Berezin and Kac nor the graded Lie groups of Kostant are 
actually abstract groups, unlike the super Lie groups defined 
in this paper. These super Lie groups bear the same relation­
ship to the formal groups of Berezin and Kac as do conven­
tional Lie groups to the formal Lie groups first introduced by 
Bochner. 9 The graded Lie groups of Kostant can be included 
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in the super Lie group formulation given here in a natural 
way (as is explained in Sec. 6 of this paper). 

Section 2 of this paper contains the definition of a super 
Lie group. In Sec. 3 it is proved that the left invariant vector 
fields on a super Lie group form a "graded Lie module" (an 
extension of the concept of graded Lie algebra), while Sec. 4 
contains several examples of super Lie groups and their cor­
responding graded Lie modules. In Sec. 5 it is proved that, 
corresponding to any graded Lie module, there is at least one 
super Lie group, and a means of identifying all super Lie 
groups with some specified graded Lie module is given; thus 
the problem of classifying super Lie groups is reduced to the 
problem of classifying graded Lie modules. In Sec. 6 it is 
shown how the set of Kostant graded Lie groups can be iden­
tified with a subset of the set of super Lie groups in a precise 
and natural way. 

In this paper attention is confined to real super Lie 
groups, that is, the Grassmann algebras and graded Lie alge­
bras used are all algebras over the real numbers. Extension to 
algebras over the complex numbers is possible. Notation re­
quired for certain algebraic results in Secs. 3.5 and 3.6 is 
defined in the Appendix. 

2. THE DEFINITION OF A SUPER LIE GROUP 

The parameters of the infinitesimal transformations in­
dicate the nature of the local coordinates of a super Lie 
group: when the graded Lie algebra of infinitesimal transfor­
mations is (m,n)-dimensional, the parameters are m even 
and n odd elements of a Grassmann algebra, and thus a space 
with this type oflocal coordinate, i.e., an (m,n)-dimensional 
supermanifold, is suggested. The definition of a super Lie 
group is a straightforward generalization of the definition of 
a conventional Lie group. 

Definition 2.1: An (m,n )-dimensional super Lie group is 
a set H such that 

(a) the set H is an abstract group, 
(b) the set H is an (m,n)-dimensional superanalytic 

supermanifold, 
(c) the mapping (h l>h 2)-.h Ih2 -I of the product super­

manifold H XH into His superanalytic. 
Here the definition of supermanifold and superanalytic 

are those given in Ref. 6, briefly summarized below. (BL m.M 

denotes the Cartesian product of m copies of the even part 
and n copies of the odd part of B L' the Grassmann algebra 
over RL.) 
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Definition 2.2: An (m,n)-dimensional superanalytic su­
permanifold over B L is defined to be a Hausdorff topological 
space Y together with a set of charts! (Un ,1/;,,) 1 such that 

(a)ua Ua = Y, 
(b) each I/;a is a homeomorphism of Ua onto an open 

subset of BL m.n, 

(c) the functions I/;a ol/;fl- ':I/;fl( UanUfl )~I/;a (UanUfl) are 
superanalytic, where in (b) the topology on B L m.n is the usual 
toplogy on B L m.n regarded as a finite-dimensional vector 
space, and in (c), if U is open in B L m.n, then! U--+B L is said to 
be superanalytic on U if, given any p = (p" ... ,Pm + n) in U, 
there exists a neighborhood N of P such that, for all q in N, 
f(q) is equal to the sum of an absolutely convergent power 
series of this form: 

(2.1) 

(with each ak, ... k""" an element of BL)' 
The concept of superanalyticity can then be extended to 

maps between manifolds, via charts, in the usual way. 

In Ref. 6, B ~ , an infinite-dimensional analogue of B L 

was defined, so that it is possible to define supermanifolds 
and super Lie groups over an infinite dimensional Grass­
mann -type algebra. 

For future reference, some definitions and results ori­
ginally given in Ref. 6 are summarized here. 

Definition 2.3: (a) IfUis, open inBL m.n andfU--+BL,fis 
said to be "G 00" on U if, given (a " ... ,am + n) and 
(a, +h" ... ,am + n +hm+n)in U, 

f(a, + h" ... ,am ~ n + hm' n) 
m+ n 

=f(a" ... ,am + n ) + L hkGkf(a" ... ,am + n ) 

k~l 

+ 0 II(h,,. .. ,hm 4-n)1I 2
, (2.2) 

where the partial derivatives Gk fare in turn G 00 functions 
ofUintoBL· 

(b) If V is an open subset of a supermanifold Y, then 
G '" (V) denotes the set of Goo functions of V into B L> [i.e., 
functionsfV-BL suchthatfol/;a -':l/;a(VnUa)->BL isGoo 
for any chart (Ua,l/;a)]. 

Proposition 2.4: G co (V) is a graded commutative alge­
bra and a graded left B L -module. 

Definition 2.5: A vector field on V is a vector space en­
domorphismX ofG =(V) such that, givenJ,gin G "'(V) and b 

inBL' 

X(fg) = (Xf)g + (- 1)lXllfljXg} 
(2.3) 

X(bg) = (- l)lhIIXlbXg, 

(where IX I, If I and Ib I represents the degree of X,J, and b, 
respectively). 

In view of the similarity between Lie groups and super 
Lie groups, many of the results of conventional Lie group 
theory extend to analogous results in super Lie group theory, 
as will emerge in succeeding sections. 

3. THE GRADED LIE MODULE OF A SUPER LIE GROUP 

It is a well known result of classical Lie group theory 
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that the left (or right) invariant vector fields [sometimes re­
ferred to as infinitesimal right (or left) translations] form a 
Lie algebra. The analogous result for super Lie groups is that 
the left invariant vector fields form a "graded Lie module." 

Definition 3.1: A graded Lie left B I. -module is a graded 
Lie algebra W(over H) which is also a graded leftB I. -module 
such that 

(3.1) 

for all b in BL , X" X2 in W. 
Definition 3.2: A graded B L -module is said to have di­

mension (m,n) ifit is a free module with a basis consisting of 
m even and n odd elements. (It can be shown that the dimen­
sion is well defined.) 

Many, but not all, of the graded Lie modules considered 
in this paper are of the form W = B L ® R g where g is a grad­
ed Lie algebra over the real numbers, 

[(a ®X),(b ® Y)]: = ( - 1) Ib I 'x'ab ® [X,Y] (3.2) 

and 

a(b ® Y): = ab ® Y 

(for all a, b in BLand X, Y in g). 
Ifg is an (m,n)-dimensional graded Lie algebra, then 

B L ® R g is an (m,n )-dimensionl graded Lie left B L -module. 
If W~BL ® Rg=BL ® Rg' then g~g', so that the decompo­
sition is unique. 

Definition 3.3: (a) Let Hbe a super Lie group and hEll. 
Define 

Dh :H_H by Dh(h '): = hh' for all h 'Ell. (3.3) 

(As a direct consequence of the definition of a super Lie 
group, Dh must be superanalytic.) 

(b) Define Dh • to be the induced mapping of vector 
fields on H, i.e., 

Dh.(X)f=X(f0Dh ) for all f in G "'(H). (3.4) 

(c) A vector field X on H is said to be "left invariant" if 
8 h • X = X for all h in H. 

Equipped with this definition, the proof of the main 
theorem of this section proceeds very much as in the classical 
case. 

Theorem 3.4: Let Y' (H) denote the set of left invariant 
vector fields on an (m,n)-dimensional super Lie group over 
B L . Then .Y (H) is an (m,n )-dimensional graded Lie left B L -

module with bracket operation 

[,]:X'(H) X Y(H)->Y(H) 
(3.5) 

[X,Y]: =Xy - (_I)IXI ;YlyX, X,YEY(H). 

Outline of proof It is proved in Ref. 6 that the set of 
vector fields on H forms a graded Lie left B L -module under 
the bracket operation defined above. That ,Y (H ) is a sub­
graded Lie left B L -module [in particular that ,Y (H ) is closed 
under the bracket operation) can be proved exactly as in the 
classical case. 

Let Te (H ) be the analogue of the tangent space at the 
identity e of H (i.e., Te (H j is the set of maps Xe:G = (e)->B L 

such thatXe(fgj = (Xefjg(e) + (- 1)1X! If:!(e)Xeg.) Then 
Te (H) can be shown to be a graded left B L -module of dimen­
sion (m,n) (cf. Ref. 6, proposition 5.9). Also .f(H) can be 
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shown to be isomorphic (qua left BL -module) to Te(H) ex­
actly as in the classical case. 

In the case where L is finite, an (m,n)-dimensional su­
peranalytic supermanifold Y over B L is also a 2 L - 1 

(m + n)-dimensional real analytic manifold, and a superan­
alytic mapping of Y X Y - Y where Y is regarded as a super­
manifold is a fortiori an analytic mapping when Y is consid­
ered merely as a manifold. Thus an (m,n )--dimensional super 
Lie group over B L is also a 2L - 1 (m + n )-dimensional real 
Lie group. 

The next proposition establishes a relationship between 
the graded Lie module of a super Lie group H and the Lie 
algebra of H regarded simply as a Lie group. It should be 
noted that if W is an (m,n )--dimensional graded Lie left B L -

module then, (since the even and odd parts of BLare both 
2L - '-dimensional vector spaces) the even part of W can be 
regarded as a 2 L - lim + n)--dimensional vector space, and, 
as such, becomes a 2L - l(m,n)--dimensional real Lie algebra. 
A rather heavy-handed method, employing local coordi­
nates, is used in the proof of this proposition because it intro­
duces notation useful in subsequent sections. 

Proposition 3.5: Let H be an (m,n)-dimensional super 
Lie group over B L (where n <.L < 00 ) and let Wbe its graded 
Lie module. Further, let h be the 2L - lim + n)--dimensional 
Lie algebra of H regarded as a 2L - lim + n )-dimensional 
real Lie group. Then the even part of W (regarded as a 
2 L - lim + n)-dimensional Lie algebra) is isomorphic to h. 

Proo/: Let Vbe a coordinate neighborhood of H con­
taining the identity e of H, and V' be an open neighborhood 
of e such that V'V' C V. Let I/Je:V-BL m." be superanalytic 
coordinates on V with I/Je (e) = 0 and define 

K:I/Je(V')X I/Je(V')-I/J.(V) (3.6) 

by 

K(I/Je(htl;I/Je(h 2 )): = I/J.(hlh2) 'tfh l,h2EV'. 

Let K', I/J~ denote the ith component ofK, I/Je respectively 
for i = l, ... ,m + n. Finally, define 

X 5:I/Je(V')-BL i,j = 1, ... ,m + n 

by 

xj(xl, .. ·,xm + n ): = Gj(y)K'(XI,,,,Xm+n;YI,. .. ,ym+n)ly=o (3.7) 

and 

by 
m + n 

Xi f: = L ~G/fI/Je -I) ]0I/J •. 
j=l 

(For the definition of the partial derivatives Gj , cf. Def. 2.3.) 
A straightforward adaptation of the classical proof, 10 using 
the chain rule for differentiation off unctions of BL m,n [cf. 
Ref. 6 Proposition 2. 12(g)] shows that {X, Ii = 1, ... ,m + n J 
forms a basis of Y(H), the graded Lie module of H. Also, if 
elements ct of BL (iJ,k = 1, ... ,m + n) are defined by 
[Xi,A),] = CtXk' then 

ct = GiX;(O) - (-1)li1liIGj x7(O). (3.9) 

(The rest of the proof makes use of the notation defined in the 
Appendix.) 
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Define analytic coordinates </>e v'-' ]R1L 'im + ,,) by 

,pe: = tOI/Je· Also, define 

K:¢e(V') X¢e( V')--¢>e( V) 

by 

K(¢.(h,,;¢.(h 2 )): = ¢e(h,h 2) 'tfh"h2EV'. (3.10) 

Let ¢ ''''e,K'f< be the (1#) components of ¢ .. K, respectively, and 
define 

Xt:¢e(V')-.JR 

by 

il-'( ). = a,cl-'(x,y) I XIV x . . . 
ay'v y=O 

Then the set {X,p Ii = 1, ... ,m + n;j.tEML,jil 1 with 
XiI': = ~; ajv forms a basis ofb, the Lie algebra of H regard­
ed as a Lie group. 
Also, if 

then 

Expanding K(x,y) and K(X,y) as power series about zero 
shows that, if C ~ = C ~73 T' where C ~T ER, then 

B kp - ckrpa FP 
ipjv - ij VJL aT (3.11) 

(cf. Appendix for notation). 
But {/3pXi Ii = 1, ... ,m + n,fLEML,lil I is a basis of the 

even part of the graded Lie module of H (regarded as a 
2 L -t(m + n)-dimensional Lie algebra) and 

[BpXi,/3v~] = (_l)lillvl/3",/3v [X,,A)] 

= /3v/3p C 7J/3pXk 

= B~v/3pXk' 

4. EXAMPLES OF SUPER LIE GROUPS 

• 
In this section several examples of super Lie groups and 

their graded Lie modules are described. 
Examples 4.1: The Abelian super Lie groups. 
(a) B L m,n itself, with the additive part of its vector space 

structure, is an (m,n)-dimensional Abelian super Lie group 
with Abelian graded Lie module. 

(b) As in the case of Lie groups, factorization by appro­
priate discrete subgroups gives super Lie groups homeomor­
phictoR2' ·'(m+ n)- k XeS It, [forO<.k<.2 L-' (m + n)]iso­

morphic qua Lie groups to JRl' '(m + n) - k ® (U (1 W. (The 
existence of such super Lie groups follows from theorem 
5,5.) 

Example 4.2: Two non-Ableian super Lie groups with 
the same graded Lie module, but topologically distinct in the 
odd as well as the even sector. (Cf. Appendix for definition of 
the/3p .) 

(a) H = B4
t" = B 4,oXB4,1' with group operation de­

fined by 

(a,b )o(c,d): = (a + c + ¥3/32bd,b + d). 

Topologically, H is homeomorphic to lR. 8 The graded Lie 
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module of His !XI,x21 with XI even, X2 odd and 

[XI,xI] = [XI,x2] = O. [X2,x2J = (31(32XI' 

It should be noted that this graded Lie module cannot be 
expressed as the tensor product of B4 with a graded Lie 
algebra. 

(b) Let K: = H /D where D is the discrete, central sub­
group of H consisting of elements of the form 

('It:O m'l(3'l ,n(I)(31 + n(2)(32 + nI1231(31(3z{J, 

+ nIl341(3I(3fi4 + nI1241(3I(3zP4 + nI2341(3z{Jfi4 ), 

where the mf.i, nf.i are integers. K is then a super Lie group 
with the same graded Lie module but now homeomorphic to 
(S 1)6 X JR2• 

Example 4.3: The supersymmetry group.4 This isBL 4,4 

with group operation defined by 

(Xl", 0 a)o( )I"E"): = (xl' + Y I' - VOt"€,E" + 8 ") 

[with the notation of Ref. (4)] and graded Lie module B L ® g 
where g is the (4,4)-dimensional graded Lie algrebra of 
supersymmetry. 

Example 4.4: The graded extension of the Poincare 
group. This is the semi-direct product of a Lie group (the 
Lorentz group) with a super Lie group (the supersymmetry 
group) where, given r,A in the Lorentz group and 
(xl', 8 a), ()I' ,E") in the supersymmetry group, 

(A ,(x/l,e a))o{(r,( )1',£")) 

: = (Ar,(xf.i,8 a)o(a(r)y!i ,b (r )£")), (4.1) 

where a and b are the standard vector and spinor representa­
tions of the Lorentz group. 

5. THE SUPER LIE GROUPS WHICH CORRESPOND TO A 
GIVEN GRADED LIE MODULE 

It was proved in Sec. 3 that the set of left invariant 
vector fields on a super Lie group form a graded Lie module. 
In this section the converse problem is considered and it is 
proved (Theorem 5.5) that, given an arbitrary (m,n)-dimen­
sional graded Lie left B L -module W (with L finite), there 
always exists a super Lie group whose graded Lie module is 
W; in fact, it is established that any real Lie group with Lie 
algebra equal to the even part of W (regarded as a Lie alge­
bra) can be given the structure of a super Lie group with 
graded Lie module W. Combining this with Proposition 3.5 
shows that the set of super Lie groups with graded Lie mod­
ule Wexactly coincides with the set of Lie groups with Lie 
algebra equal to the even part of W. Thus the problem of 
classifying all super Lie groups over a finite-dimensional 
Grassmann algebra B L is reduced to that of classifying all 
graded Lie left BL -modules; it seems likely that a suitable 
limiting process would extend this result to super Lie groups 
over the infinite-dimensional algebra Boo' 

The first step in proving the main theorem is to develop 
a criterion by which it may be determined whether or not a 
given analytic function of ]RZ' '1m I "I is a superanalytic 
function of BL m.n. 

Lemma 5.1: Supposef V--+B L is analytic on some 
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neighborhood V of 0 in J~2' '1m, "I . Then, with the notation 
defined in the Appendix,Jol:L .- I ( V )------>-B L is superanalytic on 
L - II V) if and only if there exist, for each sequence of integers 
ip"""Pk)inNm I ",elements.!;".", ofB/- such that 

15.1 ) 

where each ai' i = 1, ... ,k is an arbitrary element of M[ . 
""1', 

Indication a/proof This Lemma is easily proved by 
considering the series expansion of/about zero. 

Corollary 5.2: 

1;".1" = Gp, ... p, /(0). (5.2) 

The next Lemma shows how, given a Lie group with Lie 
algebra equal to the even part of a graded Lie module, the 
local analytic structure of this Lie group may be used to 
construct a local superanalytic structure. 

Lemma 5.3: Let Wbe an (m,n)-dimensional graded Lie 
left BL module (where n<;;L < (0) and (XIii = 1, ... ,m + n I 
be a basis of W (with Xi even for i = 1, ... ,m and Xi odd for 
i = m + 1, ... ,m + n). Also let h be the 2 L .. I(m + n)-di­
mensional real Lie algebra derived from the even part of W; 
(then h has a basis 

Suppose that H is a Lie group with Lie algebra h, and that 
¢c: V-. H~2' '1m t "I arecanonicalcoordinates(withrespect 
to the basis XiI' of h) on some neighborhood Vofthe identity 
e of H. Let V be a neighborhood of e such that VV C Vand let 
K:¢c (V) X¢e(U)-+¢e (V) be the analytic function defined by 

K(¢)g);¢e(h )): = ¢e(gh) 'tig,hEV, (5.3) 

[with ((u) component denoted K il']. 
Also let ¢e :V----+B ,(.n with 

¢e:=L-loifie· (5.4) 

Then, ifK:¢e(u)X¢e(u)----+¢e(V) is defined by 

Ki(X): = I K'I'(L(X))t3I" (5.5) 
}lEM J ." 

(a) K(¢e (g); ¢e (h )) = ¢e (gh ) for all g,h in V; 
(b) K is superanalytic on ¢e(U) X ¢e( V), 

(i.e., group operations expressed in terms of the chart (V,¢e) 
are superanalytic). 
Further, ifX;:¢e(U)-BL is defined by 

xj(x): = G)iY) Ki(x;y)l y _ 0 iJ = 1, ... ,m + n, (5.6) 

and C~(x) (iJ,k = 1, .. ,m + n) are elements of Bl. such that 
[X"X)] = C~Xk' then GiX;(O) = WZ. 

Outline a/proof 
(a) This result follows immediately from Eqs. (5.3), (5.4), 

and (5.5). 
(b) Let 

JKif.i(X, ,y) \ ' xj~~(x): = ---'-~ 
J)I" y~ () 

(5.7) 

where X,YE¢e (V). 

Then, using induction and Lie's first theorem, it may be 
proved that 
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aKil-'(X,y) 

ay'" (F, ••• ay'" (F, 

for all (Pw"'Pk) in N m + nand U i in ML IPil (i = 1, ... ,k) (with 

the T(k )'t.~::': somewhat involved combinations of the ele­
ments C~T in R such that C~ = CtTf3T)' Now let 

Ki ... (x): = '" aKil-'(X,y) I 
PI PI< £.. PI'1JI... P"7l,, 

'1,eML . 1P" ay ay y=O 
." 

TJI.EM' .. lrk 

XA '1,1"'A '1,1" ••• A '1.1'. f3 . 
11. TI T" _ I 'Tic 

(5.9) 

Then it can be proved [using Eqs. (5.8), (A2) , and (A3)] that 

(5.10) 

and thus, by Lemma 5.1, K is superanalytic iny. Similarly it 
can be shown that K is superanalytic in x. 

(c) By Corollary 5.2 and Eq. (5.9) 

xJ(x) = X]:(x)A ';f3a . 
Hence 

akpxJ(O) = akpX]:(o)A ';f3a 
= ¥3pC~j , 

[using Eqs. (3.11), (A2), and (A3)], and thus, again by Corol­
lary 5.2, 

• 
It is next shown, in Lemma 5.4, that a topological group 

with a local superanalytic structure on a neighborhood of the 
identity can be given a (unique) global superanalytic struc­
ture making it into a super Lie group. 

Lemma 5.4: Let G be a topological group and suppose 
there is a neighborhood V of the identity e of G on which is 
defined a homeomorphism tP e : V --B L m.n of Vonto an open 
subset of B L m,n. Then, if the product in G is superanalytic 
when expressed in terms of this chart, G can be defined in 
just one way as a super Lie group such that the given chart, 
when restricted to a suitable nucleus, belongs to the superan­
alytic structure of G. The topology on G (qua super Lie 
group) then coincides with the given topology on G. 

Outline of proof Let WI' wz, be neighborhoods of e 
such that WI W2 C Vand WI W 2- I C WI' Then the global su­
peranalytic structure on G may be defined by the set of charts 

{(Vg,tPg)lgEG I where Vg: = W2K 

and 

(5.11) 

(The proof that this set of charts does give G the structure of a 
super Lie group is a straightforward generalization of the 
classical proof. 10) 

algebra h. Then H can be given the structure of an (m,n)­
dimensional super Lie group over B L with graded Lie mod­
ule W. 

Proof Lemmas 5.3 and 5.4 togetherimply thatH can be 
given the structure of a super Lie group. Also, with the nota­
tion of Lemma 5.3, if Xi: = ~(x)Gj i = 1, ... ,m + n, then 
{Xi Ii = l, ... ,m + n I is a basis of the graded Lie module of H 
(cfproposition 3.5). Hence if 

then 

[Xi,.t}] = D ~Xk , 

D ~ = GjX;(O) - ( - 1) lilliIGjX;(O) 

=C~ . 

Thus the graded Lie module of H is equal to W. 

6. SUPER LIE GROUPS AND GRADED LIE GROUPS 
• 

A definition of graded manifold and graded Lie group 
has been given by Kostant. 8 In a previous paper6 it has been 
shown how the set of {m,n)-dimensional graded manifolds 
can be identified with a subset of the set of (m,n)-dimension­
al G 00 supermanifolds over B L (for any finite L not less than 
n) in a very precise and natural way. In this section it is 
shown that, where a graded manifold (G,A ) is a graded Lie 
group, with graded Lie algebra g, the associated supermani­
fold over B L can be given the structure of a super Lie group, 
with graded Lie module B L ® g. 

This result is achieved in three stages: 
L The supermanifold K (G,A ) associated with the grad­

ed Lie group ( G,A ) is constructed according to the method of 
Ref. 6. 

II. A super Lie group Hover B L' with graded Lie mod­
ule B L ® g, is constructed. 

III. H andK (G,A ) are shown to be super diffeomorphic, 
so that K (G,A ) becomes a super Lie group with graded Lie 
module B L ® g. 

Full details of Kostant's definition of graded Lie group 
may be found in Ref. 8. The following properties of graded 
Lie groups will be required here: 

(a) If(G,A) is an (m,n)-dimensional graded Lie group, 
then G is an m-dimensional Lie group and A is a sheaf of 

graded algebras over G with A (U)~C oo(U) ®Bn for all U 
open in G. 

(b) Associated with (G,A ) is an (m,n)-dimensional 
graded Lie algebra g = Ko <& gl' with Ko (the even part of g) 
equal to the Lie algebra of G. 

(c) There exists a smooth representation 
1T:G--(autg)o such that 1T1a. = Adg , (6.1) 

where Ge is the identity component of G and Adg is the 
exponentiation of 

adg :&J-endg 
(6.2) 

• adg (X)(Z): = [X,Z] VXE&J, ZEg. 
Theorem 5.5: Let Wbe an (m,n)-dimensional graded 

Lie left B L module, and let h be the 2 L - I(m + n )-dimen­
sional real Lie algebra derived from the even part of W. Let 
Hbe any 2L - lIm + n)-dimensional real Lie group with Lie 
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Throughout the remainder of this section, (G,A) is an 
arbitrary (m,n}-dimensional graded Lie group with graded 
Lie algebra g = Ko <& gl' and L is a finite integer not less than 
n. 
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I. An atlas can be defined on G as follows: Let V, V, V" 
be connected coordinate neighborhoods of the identity e of G 
such that vve Vand V, V ,- 'e V. Let cP" :V,-+JRm be an 
analytic chart on V" canonical with respect to a basis 
[Xi Ii = 1, ... ,m I of go. Define 

Vg: = V,g 'cJgEG 

and 

(6.3) 
CPg(xg): = cp,,(x) 'cJXEV\. 

then [( Vg ,cP g) I forms an atlas on G compatible with the Lie 
group structure on G. \0 

Now let € be the augmentation map which projects ele­
ments of B L m,n onto their non-nilpotent parts, i.e., 

€( I. a~/3f' , ... , I. a';/3I L ,b ', ... ,b n): 
ILEML.O IIEM1.,o 

= (a}}, ... ,a;;). (6.4) 

Also, given V open in JRm andfa Coo function of V into JR, 
define the G 00 function 

Z(f):€-'(V)-+BL 

by 

Z (f)(a' , ... ,am + n) 

L 1 . 
: = I. --(a;' ... a;f)(€(a)) 

i, ~O ... i",~O i,! .. ·im ! 
><la l - €(a 1 )ly .... (am - €(am)l)i",. (6.5) 

Then the supermanifold K (G,A ) constructed from the 
graded Lie group (G,A ) by the method of Ref. 6 may be most 
simply characterised as an (m,n}-dimensional supermani­
fold YoverB L which possesses a chart ((Vg,tPg)lgEGJ such 
that tPg(Vg) = €-I(cpg{Ug)) and the functions 

tPg °tPg-: ':tPg' (Vgn Vg' )-+tPg( VgnVg,) 

satisfy 

tP~0tPg-:' = Z(cp ~ocp g~ ') 

.li 0.1. - , (a I am + n) = ai 
'f'g 'f'g' , •• " 

i= 1, ... ,m } 
i = m + 1, ... ,m + n 

'cJg, g'EG. 

(6.6) 

Moreover, any supermanifold with such an atlas will be 
super diffeomorphic to K (G,A ). 

II. Let h be the 2L - lim + n}-dimensional real Lie alge­
bra derived from B L ® g. Then 

(6.7) 

where ~) is the Lie algebra of G and n is a solvable ideal in h. 
Let Nbe the simply-connected Lie group with Lie algebra n; 
then N is homeomorphic to lR 2' - '1m + .. ) - m and exp:n-+N is 
an analytic diffeomorphism. I , Now the smooth representa­
tion 17':G-+(autg)o which exists by virtue of the graded Lie 
group structure of(G,A ), (c.f. Eq. 6.1), can be used to define a 
smooth representation a:G-+autN, as follows: Define 

17":G-+auth 
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by 

17"(g)(ax): = a17'(g)(X) 'cJaEBL' XEg' Q I' (6.8) 

then 17"(g)(n) = (n) and hence 17''' :G-+autn can be defined by 

17'''(g)(y) = 17"(g)Y, 'cJYEn. (6.9) 

Finally a:G-+autN is defined by 

a(g)(expY): = exp(17'''(g)(y» 'cJgEG, YEn. (6.10) 

Define H to be the semi-direct product of G and N with 
respect to the representation a, i.e., H = G xN with group 
operation 

(6.11) 

Proposition 6.1 (a) H is a 21--' (m + n)- dimensional 
Lie group with Lie algebra h. (b) H is an (m,n}-dimensional 
super Lie group with graded Lie module BL ® g. 

Indication of proof (a) is established using the atlas 
(V XN,cp Xn)lgEG J onHwhere (Vg,cpg)J is the atlas on 

g g . . 
G defined by equations (6.3) and 1] is a global analytIc coordi-
nate map on N. (h emerges as the Lie algebra of H because 
17'IGe = Adg .) (b) follows directly from (a) by Theorem 5.5. 

III. Proposition 6.2: His superdiffeomorphic to K (G,A ). 
That is, there exists a homeomorphism y:H-+K (G,A ) such 
that both rand y , are superanalytic). 

Outline of proof Recall that cP" is a coordinate map on a 
neighborhood V, of the identity e of G, canonical with re­
spect to the basis [X",,,,Xm I of go. Let [Xm ~ """Xm f n I be 
a basis ofg" so that (with the notation of the Appendix), [/3/1 
®Xili= l, ... ,m + n;f1EMu Ii ,wI-ill isa basisofn. Sup­
pose 1]:N + JR2 ' '1m -f n - m) are canonical coordinates with 
respect to this basis; then the analytic chart (V, xN, cP" X 1]) 

on the neighborhood V, xN of the identity of H can be used 
to construct a superanalytic chart (VI X N, WI') by the method 
of Lemma 5.3. Let 

Vg: = VgXN 

and 

(6.12) 

with 

tPg(xg,p» = Wg«x,p)(g,e'»: = We «x,p», 

where e' denotes the identity element of N. Then the atlas 
! Vg ,Wg ) IgEG I defines the (unique) superanalytic structure 
on H with respect to which H is a super Lie group. Also 
Wg(Vg) = €- I(cpg( Vg )) and it can be proved that, for allg,g' in 
G, Wf.i °Wg' tPg-:' satisfies the conditions (6.6). Hence,K (G,A ) is 
superdiffeomorphic to H. • 

7. CONCLUSION 
A mathematically rigorous definition of super Lie 

group has been given, and several results analogous to those 
of conventional Lie group theory proved. The problem of 
classifying super Lie groups over finite-dimensional Grass­
mann algebras has been reduced to the problem of classify­
ing graded Lie modules. Equipped with a precise global defi­
nition of a super Lie group, it should be possible to 
investigate the physical consequences of their global 
topology. 
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APPENDIX: NOTATION 

A. Sequences of integers 

If p is a positive integer, Np denotes the set of finite 
sequences of integers (nl, ... ,nd with l<ni <p for i = 1, ... ,k; 
Mp denotes the set of sequences of integers Il = (p, \!···,p,d 
with 1 <Ill <1l2 < ... <Ilk <p; n denotes the empty sequence 
in Mp; Mp.o (Mp.1 ) is the subset of Mp made up of sequences 
containing an even (odd) number of elements. 

B. Basis of the Grassmann algebra 

l/ll' 11lEM" L J is a basis of B L (the Grassman algebra over 
RL) with/ln = 1 (the unit of BL ) 

/ll' = 1/l(p,)/l(p,)"'/l(p,) 'fill = (p,t,···,p,d in M L ; 

and 

/l(l)/l(j) = - /l(j)/l(1) for I <i,j<L. 

C. Grading 

The degree of an element v of a graded vector space, 
algebra, module etc. is denoted lvi, with Ivl = Oor 1 accord­
ing as to whether v is even or odd. 

When considering (m,n}-dimensional supermanifolds, 
Lie algebras etc;, this grading is put on the set 
11, ... ,m + n J :Iil = 0 if l<i<m and Iii = 1 if 
m+l<i<m+n. 

A grading is put on Mp by 

III I = k if llEM"p,k (k = 0 or 1). 

D. Summation convention 

Repeated latin indices are summed over Il, ... ,m + n J 
and repeated greek indices are summed over M L' unless oth­
erwise indicated. 

E. Grassmann algebra combination coemclents 

Real numbers F:""<7, are defined (for ut, ... ,UkEM"L) by 

/la, ···/la, = F:,Oo'<7,Pa . 
Since multiplication in B L is associative, 

Fa F/3 - F/3 - Fa F/3 
ltv aD' - pvu - va p,a· 

(AI) 

(A2) 

Let n(u) denote the number of sequences in ML which con­
tain U as a subsequence, and define A ;: (for v,u,p, in M L) by 

A va = ~ 'f /l tl P I' I vPa = I' 
n(u) 

A va = -=.!.. 'f /l P P I' I va=-I' 
n(u) 

A ;a = 0 otherwise. 

Then 

F. Homeomorphism of BT,n and R2'- - '(m + n) 

L:B £"n_R2L- I(m + nl 

with 

(A3) 

L( I xll'/lI""" 2: xml'/ll" 2: x m+ II'/ll""" 2: xm+nl'/ll') 
f-lEMt .. o {LEMl .. O J1.EM£..l jlEM, .. t 

: = (xlfl,xl(I,21, ... ,xUl,x2(I,21 ... ,xmfl ,xm(I,21 ... ,xm + t(II,x(m + 1(21, ... ,xm + 2(I),Xm + 2(21, ... ,xm + n(II,xm + n(21 ... ). 

Components of elements of R2L - '(m + nl will be labelled 

(ill), i = 1, ... ,m + n, 1lEM"L,ii I' 

and thus, given xeR2" 11m + nl, 

- I( ) _ (" 11'f3 "ml'{3" m + 11'{3 "m + nl'{3 ) l X - ~ X 1"'''' ~ X 1" ~ X 1""" ~ X I' . 
/-lEM t .• o IlEM, .. o JlEM,-.l pEM,.,1 
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The Lorentz group in the oscillator realization. III. The group SO(3,1) 
Debabrata Basu and D. Mitra 
Department of Physics. Indian Institute of Technology. Kharagpur. India 

(Received 14 August 1979; accepted for publication 14 April 1980) 

Employing the boson operators of Barut and B6hm, we study the oscillator realization of the Lie 
algebra of the Lorentz group SO(3, 1) in the coordinate representation. The construction yields a 
direct sum of the principal series of representations (jo,p) belonging to the integral or half-integral 
class. The decomposition of the representation space into the eigenspaces L 2 of irreducible 
representations leads to a two-variable second order realization of the SO(3,J~ algebra acting on 
J;"pEL l",· The construction is shown to be highly symmetric. While the elements of the SO(2,1) 
subalgebra are invariant under the pseudo rotation group SO(2,2), those of the full SO(3, 1) algebra 
are invariant under the SO(2) X SOt 1, 1) subgroup ofSO(2,2). We use this intrinsic symmetry in the 
construction to identify the generalized SO(2, 1) C SO(3, 1) eigenbases with the SO(2,2) harmonics 
in an SO(2)XSO(I,I) basis, and thereby achieve a significant unification among results which 
would normally appear disconnected. 

PACS numbers: 02.20.Sv, 02.20.Rt 

1. INTRODUCTION 

In practical applications of the unitary representations 
of noncompact groups many authors 1-6 have utilized the 
technique of constructing the generators of the group out of 
a set of harmonic oscillator creation and annihilation opera­
tors satisfying the standard commutation relation [ai' a;] 
= {j ij' Holman and Biedenharn I proposed a construction of 

this type for the generators of the three-dimensional Lorentz 
group SO(2, 1). This, however, led only to the discrete class 
of unitary irreducible representations (VIR's) of the group. 
A very general construction of this type was given by Barut 
and B6hm,2 who proposed an oscillator (or boson) realiza­
tion for the Lie algebra of the conformal group SO(4,2). The 
oscillator realization of the conformal algebra and of its var­
ious subalgebras have been making their appearance for 
some time in the past in several investigations, some of a 
physical and some of a mathematical nature. On the physical 
side this construction has proved to be an important techni­
cal expedient in the recent formulation of the quantum the­
ory of composite objects 7 ,8 using the SO( 4,2) fields in which 
the Lie algebra of SO( 4,2) serve the purpose of defining spin 
and other quantum numbers. On the mathematical side 
these investigations, which mostly deal with the simplest 
SO(2, 1) subalgebras of SO( 4,2), were partly motivated by 
their applicability in three related areas: 

(1) The noncom pact subgroups in this construction ap­
pear in especially symmetric forms. This has resulted in ap­
plication to the explicit construction of noncom pact bases 
leading to the evaluation of matrix elements of operators, 
Clebsch-Gordan coefficients, etc., of SO(2, 1) in continuous 
noncompact bases.4

,5,9 

(2) In contrast to the canonical Gel'fand to-Bargmann II 
realizations, this generally leads to a second order operator 
realization of the Lie algebra which on exponentiation yields 
a parametrized continuum of integral transforms. This para­
metrized continuum, which for SO(2, 1) includes, as special 
cases, Fourier, Hankel, Laplace, Gauss-Weierstrass, Barg­
mann, 12 and Barut-Girardello l3 transforms, has achieved a 
significant unification in the theory of integral transforms. 3,4 

(3) This has given better understanding of dynamical 
groups for quantum systems and partial differential 
equations. 3 ,4 

The various investigations belonging to these categories 
have nontrivial connections with the recent observations on 
the role of canonical transformations in quantum mechanics 
and can be regarded as natural consequences of an explicit 
realization of the SO(2, 1) oscillator operators in the coordi­
nate representation. These aspects of the boson realizations 
of SO(2, 1) have been quite extensively treated by Mo­
shinsky/ Wolf,4 Mukunda,5 and co-workers amongst oth­
ers.6 As a consequence of these investigations many impor­
tant results have been established and the theory has reached 
a satisfactory stage. 

None of these investigations,3-5 however, attempts to go 
beyond the three dimensional Lorentz group SO(2, 1). The 
object of the present paper, the third of a series,9 is to offer a 
parallel analysis for all VIR's of SO(3, I) belonging to the 
principal series and to study some typical problems, as clas­
sified above, associated with the resulting realization of the 
SO(3, I) algebra. 

A major step towards the stated objective is taken by an 
explicit transcription of the Barut-B6hm SO(3, 1) oscillator 
operators in the coordinate representation. The choice of the 
representation space, which is intrinsically different from 
the one considered recently by Barut and co-workers,7 was 
motivated by the fact that the construction possesses a high­
er symmetry, 14 which manifests itself in this realization. As a 
consequence of this difference in choice, the SO(3, 1) gener­
ators J, F as well as J 2 , F2 are realized as second order differ­
ential operators acting on L 2(R4)' in contrast to Ref. 7, in 
which the compact generators J ofSO(3) are operators of 
first order while all the Lorentz boosts F are those of second 
order. 

The generators J, F of the group, in this realization, 
turn out to be invariant under SO(2) X SO( 1,1). Hence SO(2) 
and SO( 1,1) are, of course, external symmetry groups acting 
on L 2(R4) and are not the subgroups generated by J, F. The 
SO(2)-generator X, having a discrete spectrumjo(jo = 0, 
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±!, ± 1...), and the SOt 1,1 I-generator Y, having a continu­
ous spectrump ( - 00 <p < + (0), are simply related to the 
Casimir operators of SO(3, 1). Everyone-dimensional repre­
sentation (Jo,p) of the "representation generating group" 
SO(2)xSO(I,I). therefore, yields a VIR of the principal se­
ries ofSO(3,1). The generators F l , F2, and J3 which consti­
tute the SO(2, 1) subalgebra have an even larger symmetry­
these are invariant under the four-dimensional pseudorota­
tion group SO(2,2):::::SVOI (1, l)XSU(Z) (1,1) (local isomor­
phism). 15 The representations ofSO/2,2) on L 2/R4 ) are, how­
ever, precisely those carried by the SO(2.2) harmonics, and 
the Casimir invariant of the SO(2, I) subgroup turns out, as 
expected, to be a simple function of the only non vanishing 
Casimir operator ofSO{2,2) [Eq. (4.4)]. Thus the problem of 
construction of the SO(2, 1) basis reduces to that of the 
"spherical harmonics" for the "spectrum generating group" 
SO(2,2). However, since the representation generating 
group, i.e., the symmetry group of the elements of the 
SO(3, 1) algebra, is SO(2) X SOt 1.1), a complete orthonormal 
set ofSO(2,2) harmonics in the SO(2) X SO(I,I) basis consti­
tute the eigenbases for the reduction SO(3, 1):::> SO(2, 1). This 
aspect of the problem of SO(3, 1) in the oscillator realization 
closely resembles the Clebsch-Gordan (CG) problem of 
SO(2, 1).16 in which the structure of the CG series for D t 
X D k- is fully determined by the properties of SO(2,2) har­
monics in the SOt 2) X SOt 2) basis.5 Our construction, there­
fore, achieves a significant unification among results which 
might otherwise appear disjointed and explains why the CG 
series ofSO(2, 1) and the SO(2, 1) content ofSO(3, 1) share the 
same formal structure. 

We now briefly outline the contents of the various sec­
tions of the present paper. In Sec. 2 we rewrite the oscillator 
realization of the Lie algebra ofSO(3, 1)2 in the coordinate 
representation and introduce the symmetry groups, namely, 
the representation generating group SO(2) X SO(1, 1), which 
is the symmetry group of the SO(3, 1) algebra, and the spec­
trum generating group SO(2,2), which is the symmetry 
group of the SO(2,1) subalgebra. Section 3 deals with an 
appropriate parametrization of R4 and yields a two-variable 
second order realization of the SO(3,1) algebra acting on 
L i(R2) + L ~(R2)' In Sec. 4 we deal with the problem of 
explicit construction of a complete orthonormal set of 
SO(2,2) harmonics in the SO(2) X SOC 1,1) basis and identify 
them as the generalized eigenbases for the reduction 
SO(3, 1):::> SO(2, 1). 

2. OSCILLATOR REALIZATION OF THE 50(3,1) 
ALGEBRA AND THE SYMMETRY GROUPS 

The Lie algebra ofSO(3,1) is six-dimensional and is 
spanned by the elements J" F,(i = 1,2,3) satisfying 

[J;, ~] = - [F" Fj] = iEijk Jk , 

(2.1) 
[Ji' Fj] = ifijk Fk • 

The Lie algebra possesses two independent Casimir in· 
variants C"Cz, both of the second degree in the generators 

C, = J2 - Fl, C2 = J·F. (2.2) 

In a VIR ofSO(3, 1) the six generators would be represented 
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by Hermitian operators, and Cl , C2 by real numbers. The 
VIR's can be classified into two families 

(a) Theprincipal serieso/VIR's Uo,p): the values ofC" 
C2 for this class are 

(2.3) 

wherejo is a integer or a half-integer andp is a real number in 
the interval - 00 <p < 00. 

(b) The supplementary series o/VIR's (O,io): for this 
family jo = 0 andp becomes pure imaginary,p = ia, where 0 

is a real number lying in the interval 0 < a < 1. In what fol­
lows we shall consider only the principal series of UIR' s. 

The self-adjoint operators J, F in the oscillator realiza­
tion are given byl7 

J, = ~(al a3 + a1a\ + a1a4 + ala2)' 

Jz = - ~(aTa3 - ala, + a~a4 - ala2), 

J3 = ~(ar a l + aiaz - ala3 - a1a4), 
(2.4) 

Fl = -leaF + aT + ai2 + a~ - a12 - ai - aF - aD, 

F2 = ~(aT2 - aT + a~2 - a~ + ajZ - a~ + a12 - a~), 

F3 = ~(ar aj + a,a3 + aia! + a2a4)' 

where am and a;" are the familiar harmonic oscillator cre­
ation and annihilation operators in the coordinate 
representation 

i ( a ) 
am = Y2 Xm + aXm ' 

a;" = - ~2 0m - a:
m

)' m = 1,2,3,4. (2.S) 

The generators satisfy the commutation relations (2.1) and 
are Hermitian in L Z(R4): 

(f,g) = f f*(x)g(x) d 4x. JR, (2.6) 

Symmetry group 0/ the SO(2, 1) subalgebra: We first 
show that the generators F J, F2 , and J3 of the SO(2, 1) sub­
group are invariant under the transformation 

x' = ax, 

which keeps invariant the quadratic form 

x 2 = XT + x~ - x~ - x~ . 

(2.7) 

(2.8) 

To make the symmetry of these generators explicit we intro­
duce a metric tensor glw such that 

gil =gzz = -g}3 = -g44 = 1, 

(2.9) 
al-' =alaxl-', x·a = xl-'JI-" o=al-'O"' 

Using Eqs. (2.4), (2.S), and (2.9). the generators F I , F2, and 
J3 can now be written in the manifestly 0(2,2) invariant 
forms, 

F, = .t(X2 + 0), F2 = ~(x.a +2), J3 = !(x2 - 0). (2.10) 

For the purpose ofthe present paper it is sufficient to consid­
er just the component of 0(2,2) containing the identity, 
namely, 80(2,2). It then follows that the generators 
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Min' = i(x" a" - x"a,,) (2.11) 

of SO(2,2) in L 2(R4) commute with the generators of the 
SO(2, 1) subalgebra: 

[ F),M,,,] = [F2,M,,,,] = [J3,M,,,,] = O. (2.12) 

The Eq. (2.12), which can be verified by explicit calculation, 
expresses the symmetry properties of the elements of the 
SO(2, 1) subalgebra, the corresponding symmetry group be­
ing SO(2,2). 

Symmetry group of the SO(3,1) algebra: The generators 
J i , F i , as given by Eqs. (2.4), spanning the SO(3,1) algebra, 
however, admit oflesser symmetry, the corresponding sym­
metry group being the SO(2) xSO(I,I) subgroup ofSO(2,2). 
To obtain the transformation induced by this subgroup in R4 
we shall exploit the two-to-one homomorphism of 
SU(lI( 1, 1) X SU(21( 1, 1) onto SO(2,2), which states that for ev­
ery U(i)ESU(i)( 1,1), i = 1,2, there is a transformation 
aESO(2,2), with 

a=T )(u')'Xu,2')T, 

where T is a numerical matrix 

- i 0 

o 
o 

o 

(2.13) 

(2.14) 

The generators F3,J) , and J 2 lying outside the SO(2, 1) subal­
gebra are, of course, not invariant under all transformations 
of the form 

(2.15) 

If however, we restrict ourselves to the SO(2) and SO(I,I) 
subgroups of u' I , and u' 2, so that 

[(
e iU /2 

x'= T- 1 

o 

( 
cosh(1J/2) 

X i sinh(1J12) 
- i Sinh(1J12»)] Tx, 

cosh(1J/2) 
(2.16) 

then all the generators J, F given by Eq. (2.4) do remain 
invariant. It now follows that the infinitesimal generators of 
the transformation (2.16) 

i (a a a X=- XI --X2-+Xl -
2 aX2 aX I ' aX4 

- X 4 a~J = ~(MI2 - M 34) (2.17) 

and 

i (a a a Y=- XI -+X4 --X2 -
2 aX4 ax) aX3 

- X3 a~J = ~(M23 - MI4)' (2.18) 

which generate the SO(2) subgroup of u' I , and SO(1, 1) sub­
group of U,2" respectively, commute with all the elements J, 
F of the SO(3,1) algebra: 

[Ji,X] = [Fi'X] 

(2.19) 
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Further, since X, Y generate two commuting subgroups, 

[X,Y] = O. (2.20) 

The Eqs. (2.19) and (2.20), which can be verified by direct 
calculation, imply that X, Y must be related to the Casimir 
operators of the Lie algebra of SO(3, 1). Explicit calculation 
indeed shows that 

C
1 

= J2 _ F2 = -1 + X 2 _ Y 2, 

(2.21 ) 
Cz = J·F =XY. 

Since X is an SO(2) generator, having a discrete spectrum 
Jo=O, ± 1/2, ± 1, ... ,andYisanSO(I,I)generator,having 
a continuous spectrum - 00 <p < 00, the present construc­
tion yields a direct sum of the principal series of UIR's of 
SO(3, 1). Thus, corresponding to everyone-dimensional 
UIR (Jo,p) of the symmetry group SO(2) X SO(1, 1), we have 
a UIR of the principal series of SO(3, 1). This Abelian sym­
metry group, therefore, plays the role of a representation 
generating group of SO(3, 1). The group SO(2,2), which is 
the symmetry group of the SO(2, 1) subalgebra, on the other 
hand, generates, as shown in Sec. 4, the SO(2, 1) content of 
SO(3, 1) via a complete set of SO(2,2) harmonics in an 
SO(2) X SO(1, 1) basis and is, accordingly, called the spec­
trum-generating group. 

3. PARAMETRIZATION OF R4 AND SECOND ORDER 
REALIZATION OF THE SO(3,1) ALBEGRA 

The representation D ofSO(3,1) generated by J, F of 
Eq. (2.4) is reducible and is a direct sum of all the UIR's 
!j) (Jo,p) belonging to the principal series of representations: 

D = L Ell F' dp !j)u.,.p). (3.1) 
JI) - 00 

The first step in effecting the reduction consists of an appro­
priate parametrization of R4 which is particularly suited for 
the decomposition of the representation space into the eigen­
spaces L i,.p of X, Y. To achieve this we express the whole of 
R4 as the union of two domains 

R4 = D ' I 'uD ,2" (3.2) 

where D ' I, is the "spacelike" domain 

xl'ED <I ':xz = x~ + x~ - x~ - x~ = r, 0 <r< 00, (3.3) 

and D ,2, is the "timelike" domain 

XI'ED'2':X2 = - r, O<r< 00. 

We disregard the "light cone" 

X2 = 0, 

as this is a submanifold of lower dimensions. 
In D (n), n = 1,2, we introduce 

(3.4) 

(3.5) 

uD'" = J-. (X3 - iX4 XI - ~X2)ESU(I,I). (3.6) 
r \x I - iX2 X3 + IX4 

The required parametrization of R4 = D ' I 'uD ,2, now follows 
as a consequence of that of UD ''''ESU(1, 1). The choice is dic­
tated by the representation generating group 
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SO(2)XSO(I,2), which suggests a parametrization ofuD'O) 
of the "mixed basis" type 

uD'O) = (e
ia

/2 0) (coSh(VI2) Sinh(vI2») 
o e- ia/2 sinh(vI2) cosh(vI2) 

( 
cosh(1112) iEn Sinh(1112») 

X _ iEn sinh(l1/2) cosh(1112) , 

EI = - E2 = 1; O';;;a.;;;41T; 
-oo<V<oo; -00<11<00. (3.7) 

Combining Eqs. (3.5), (3.6), and (3.7), we obtain the ele­
ments xp in terms of the radial and polar (or hyperbolic) 
variables 

xpED<I: xl=r(A+B), x2=r(C-D), 

X3 = r(E -F), X4 = - r(G +H), 

XpED '2: XI = r(E + F), X2 = r(G - H), 

x3=r(A-B), X4 = -r(C+D), 

(3.8a) 

(3.8b) 

where 

~) = (cOSh(VI2) cosh(1112) COS(aI2») . 
sinh(vI2) sinh(1112) sin(aI2) , 

~ = (sinh(VI2) sinh(1112) COS(aI2») . 
cosh(vI2) cosh(1112) sin(aI2) , 

(!) (sinh(VI2) cosh(1112) coS(aI2») . 
F = cosh(vI2) sinh(1112) sin(al2) , 

(Z) = (cOSh(1112) sinh(1112) COS(aI2») 
sinh(vl2) cosh(1112) sin(aI2) . 

(3.9) 

The relation between the derivatives in the Cartesian and 
polar variables can be obtained after a laborious calculation 
and is given by 

( 

A+B 
C-D 

= -E+F 

G+H 

-E-F 

-G+H 
A-B 

-C-D 

( ~~~~~ ) X 2 sech(a lal1) 

-G+H 

E+F 
-C-D 

-A+B 

-C-D) 
-A+B 
G-H 

-E-F 

2 sech(a laa) 
for xp ED' I). (3.10) 
For xp ED' 2), the corresponding relation is easily obtained by 
symmetry. 

The Casimir operators X, Yand the Jacobian have the 
same form in both D ' I , and D ,2, and explicit calculation 
yields 

X = - i(alaa), Y = - i(JIJl1), 

(3.11 ) 

The representation space now decomposes into two sub­
spaces and the elements g(x)EL 2(R4) will, accordingly, be 
represented by a pair of functions 
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g = (gl(r,V,l1,a») , 
\g2(r,v,11,a) 

which aretheelementsofaspaceL i (D <I,) -i- L ~ (D (2'). The 
inner product in L 2(R4) now becomes 

X coshv dv dl1 da h t(r,v,l1,a)gj(r,v,l1,a). (3.12) 

Since X, Yhave the same form in both D (I, and D (2" to dia­
gonalize X and Y, gj must be represented by the appropriate 
Fourier expansions 

(3.13) 

The summand-integrand, namely the column vector 

e'joueiPTJ I.' , (fPJ,,(r V») 

fi""(r,v) 
(3.14) 

is by definition the representative element of the eigenspace 

L J".P = L ~~"P -i- L ~~ .. p. The family of these eigenspaces evi­
dently supports the principal series of UIR's of SO(3, 1). 

Since, in L L, X and Y can be replaced by the numbers 
io(jo = 0 ± 1/2, ± 1 ... ) andp( - 00 <p < 00), respectively, 
the above construction yields the desired two-variable sec­

ond order realization of the SO(3, 1) algebra acting on 

. (f~,,,p(r,v») 
f(}"'p) =.. (3.15) 

ftP(r,v) 

Acting on the column vector function (3.15), the generators 
(2.4) will be represented by 2 X 2 diagonal matrices with op­
erator elements 

(
JW 

J= o 
o ) (FlI) 

J(2) , F = 0 (3.16) 

with 

J~n) = Sinhv[r + r!... (~!...) 
4 Jr r Jr 

_ 4 cothv !... ~ 8En irP h 4 (n)] 
r ar av + r cSc v - r Q v , 

(n) iEn ( . a J ) J 2 =- smhvr--2 coshv- , 
2 Jr Jv 

J(n) = En [r _~!... (r!...) _ ~ Q<n)] 
3 4 r Jr ar r v , 

F(n) = En [r +~!... (r!...) ~ Q<nJ] 
I 4 r ar ar + r v , 

F(nJ = ~(r!... +2) 
2 2 Jr ' 

F\n) = sinhv [ _ r + r!... (~!...) _ .i. cothv!... . ~ 
. 4 ar r Jr r ar Jv 

+ EnlrP h 4 Q(n) 8 . ] 
---csc v--r r " , (3.17) 
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where 

Q sn) = __ 1_ (~ COShV~) 
coshv av av 

1 ( '2 2 2 . . h ) 
- cosh2v Jo - P - En Jr:P sm V, 

EI = - E2 = 1. 

4. THE REDUCTION SO(3,1) ~ SO(2, 1) AND SO(2,2) 
HARMONICS IN SO(2)xSO(1,1) BASIS 

We have already seen in Sec. 2 that the generators F I , 

F2, and 13 of the SO(2, 1) subgroup commute with the gener­
ators MfLV [Eq. (2.12)] of SO(2,2) acting of/EL 2(R4)' The 
representations of SO(2,2) on L 2(R4)' however, belong to a 
very special type, namely, those for which there is only one 
nonvanishing Casimir invariant 

K = - IMfLVM = _ 1M2 
I ~.~ fLV 8' (4.1) 

The second operator vanishes identically 

K2 = EfLvAaMfLvMAa = O. (4.2) 

This has the consequence of restricting the VIR's ofSO(2,2) 
appearing in the problem to the (j, J) type. The commutation 
relations (2.12), therefore, suggest that the SO(2, 1) Casimir 
invariant 

QSO(2.1) = n - Fi - F~ (4.3) 

must be a function of KI and can now be easily verified to 
essentially coincide with the nontrivial Casimir operator of 
SO(2,2) 

Q -K - 1M2 SO(2.1) - I - - 8 . 

The Eqs. (2.21), in addition, require that in a VIR of 

(4.4) 

SO(3, 1), X and Y (and hence C I and C2) must be diagonal. 
The eigenfunction of K I = - AM 2 will belong to a definite 
VIR ofSO(2,1)CSO(3,1); at the same time they will be the 
basis vectors for the VIR's of SO(2,2) in a definite form, 
namely, one in which M2, X and Yare simultaneously diag­
onal. Since (X, Y) = !(M12 - M 34,M23 - M 14) are thegener­
ators of the SO(2) X SO(l, 1) subgroup, the representations 
(j,j) ofSO(2,2) appearing in the problem are explicitly re­
duced under SO(2) X SO(1, 1). The eigenbases for the reduc­
tion SO(3, 1) ~ SO(2, 1) which are simultaneous eigenfunc­
tions of 

- ~fLvMI'v, !(M12 - M 34), !(M23 - M 14) 

are, therefore, the SO(2,2) harmonics in SO(2) X SO( 1,1) 
basis. 

These SO(2,2) harmonics will evidently involve the an­
gular, or hyperbolic, variables introduced in Sec. 3, leaving 
the radial dependence unspecified. To completely specify the 
basis in L].", we need to specify the diagonal generator of 
SO(2, 1) C SO(3, 1). There are three distinct possibilities; (a) 
diagonalization of 13 leading to the reduction SO(3, 1):::J­
SO(2, 1):::J SO(2). (b) diagonalization of F2 leading to the 
reduction SO(3, 1) ~ SO(2, 1) ~ SO(1, 1), and (c) diagonaliza­
tion of 13 + FI leading to SO(3, 1) ~ SO(2, 1):::J T I . 

Construction 0ISO(2,2) Harmonics: Having identified 
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the generalized SO(2,I) eigenbases with the SO(2,2) har­
monics in SO(2) X SO(1, 1) basis, we now deal with its explic­
it construction. As stated above, these are simultaneous ei­
genfunctions of 

QSO(2.1) = - AM2 = - Q~~) 

= [_1_ ~ (COShv~) + _1_ (~ 
cosh v av av cosh2v arJ2 

-~-2E ~,~sinhv)] (4.5) 
aa2 n aa arJ ' 

X = - i(a/aa), Y = - i(a/arJ). 

These are, therefore, of the form 

Y(n) (a 1'1 v) = e' j ou e'P"1/(n)(v). (4.6) 
j,jo,P ,." } 

It) is a solution of the ordinary differential equation 

d d/(n) I 
--z(l-z)--l-+---

dz dz 4z(1 - z) 

X(j~ _p2 -2ijr:PEn(2z -1» =j(j + 1)/n (4.7) 

with 

z = ~(1 - i sinhv), 

and is given by 

It) = z(Jp<" + jo)/2(1 - ztp<" ~ jo)12 

XF( - j + ipEn,j + 1 + iPEn;jo + iPEn + l;z). (4.8) 

To ensure the correctness of the choice of solution, we now 
proceed to show that the family of solutions (4.8) for j run­
ning over all continuous nonexceptional representations 
j = -! + is, 0 <s < 00, and a subset of discrete representa­
tions, l(or 3/2)<;;; - j<;;;jo, constitute a complete orthogonal 

t · L 2 se In nJ,,,,' 

---, ........ I 
5 1,./ I ,- 1mz I 

/ I / 
I I 

I I 
I I 

I I 
I I , 

./J I 

\ C 11 Rez 

\ 1 
\ I 
\ 1 , 1 

\ I 

" I , 
I " 52 " 1 ..... -_...J 

FIG. 1. The contour ~. 
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(a) Orthogonality: For definiteness, we first consider j 
lying in the continuous spectrum D c. The norm of the func­

tionljn)EL ~J,'" (n = 1,2), is now given by 

(fY),fjn» = f~ '" coshv dv It» Ijn). (4.9) 

On introducing z = ! (1 - i sinhv), the r.h.s. can be written 
as a line integral along Rez = 112. Setting n = 1 and sup­
pressing, for notational convenience, the superscripts we 
obtain 

S
II2 +i", 

(/j,J;) = -2i dz 
1/2 -;00 

XF(-j-ip,j+l-ip;jo-ip+l;l-z) 

XF( -I + ip,l + 1 + ip;jo + ip + 1;Z). (4.10) 

It is clear that for continuousj,/j can only be <5-function 
normalizable and the norm (4.10) exists essentially in the 
sense of generalized function. The main results can, howev­
er, be exhibited by constructing a bilinear functional 

t/> (z) = j-1/2+iOO dlJ;(z)x(/) 
-112 

(4.11) 

where 

1/I(z) = J X(/) F( -I + ip,1 + 1 + ip;jo + ip + 1;z) dl 

(4.12) 

and X (/) is an arbitrary test function. The space of these test 

Using the standard formula, 18 

functions is chosen such that I/I(z) is analytic in the domain 
Rez< 112 and vanishes sufficiently rapidly when Izl-oo for 
Rez< 112. We therefore consider 

f
ll2 + i", 

(/j,t/» = - 2i dz I/J(z) 
112 - i", 

XF(-j-ip,j+l-ip;jo-lp+l;l-z). 
(4.13) 

Since I/I(z) is analytic, the only singularity of the integrand for 
Rez< 112 is the branch point of the hypergeometric function 
(HGF) at 1 - z = 1, i.e., at z = O. With the standard choice 
of the cut for the HGF, the integrand is single valued and 
analytic (for Rez< 112) in the z-plane assumed cut along the 
negative real axis from 0 to - 00. If we therefore choose, as 
shown in Fig. 1, a closed contour 2, by Cauchy's theorem 

L I/J(z) F( - j - ip,j + 1 - ip;jo - ip + 1;1 - z) dz = O. 

(4.14) 

Since I/J(z) vanishes rapidly on SI' S2' we have 

(/j,t/» = 2i L I/J(z) 

XF( -j- ip,j + l-ip;jo - ip + 1;1 -z)dz, 
(4.15) 

where C stands for the part of 2 formed by the small circle s 
of radius € around the origin and the branch cut from - E to 

- 00. 

F(a,b;c;1 - z) = r [c,c - a - bbJ F(a,b;a + b _ c + 1;Z) + r [c,a + b - c] r- a- h F(c - a,c _ b;c _ a - b + 1;Z), (4.16) 
c -a,c - a,b 

Eq. (4.15) takes the following form: 

(/j,t/> ) = 2ir [jo -. ip :- I: - jo -.iP] ( dz 1/I(z)io + ip F}"'ip(z) + 2ir [jo.- iP. ~ l,j? + IP] ( dz I/I(z) F j- ip, -J.,(z), 
- J -lP,J + 1 - Ip Jc Jo - J.Jo + J + 1 Jc (4.17) 

where 

F j",ip(Z) = FUo - j,jo + j + I;jo + Ip + 1;z). (4.18) 

The integrand in the second term on the r.h.s. of Eq. (4.17), which is regular at z = 0, is continuous across the branch cut and 
the integral, therefore, vanishes. The only contribution to the scalar product U;,t/», therefore, comes from the first term and 
we have 

( r. A..) = 2ir[jo - ip + I, -jo -iP ] f (/)f( '/)dl Jj''!' , . . + l' X J, , -J -IP,J -IP 
where 

I (j,/) = L dz zj" + ip Fji",ip)(Z) Frp,j.,)(z) 

= ~~ [ - 2i Si01T(jo + ip) f--€ 00 dx ( - x))., + ip(1 - X)ip - j" FY',j"(x)Ff,j.,(x) + i dz zJ., + ip 

X (1 - z)'P - J"FJ'J.,(z) Ff'j,,(z)]. 

(4.19) 

(4.20) 

(4.21) 

The integrals appearing in the r.h.s. of the above equation can be evaluated by using the differential equation satisfied by the 
HGF and we have 

J-"" dx (-x)J.,+ip(l-x)iP - J"Fip,J"(x)FY',Jo(x) = lim (-xr
p

+J,,+ 1(I_x)ip- j,,+ I 

- € J x~ - "" (j + I + 1)(j _ I) 
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[ 
. d r p

·)" .. d FT")"] E ip 1 j" 1 I 
X F'I'·},, __ l __ F'I'·l,, ___ +----

/ dx ' dx ip + )0 + 1 ' 
(4.22) 

J 
. . .. E'I' f)" + I 

dz z)" t- '1'(1 - z)'f' j"F],J,,(z) FT"'''(z) = 2i sill1T(jo + ip) -. --.-­
, }() + lp + 1 

(4.23) 

Combining Eqs. (4.19) and (4.21)-(4.23), we finally obtain 

J 1/2 + ioc (I) 
(fj,</» = 4sin1T(jo + ip) . dl X lim (_X)ip +)"t l (1_x)'p-j"tl 

112 (j - I)(j + I + 1) 

X F'P,l" __ 1_ - ___ F 'p. 1" . ( 
.. d rp·)" d Ft')" .. ) 

/ dx dx' 
(4.24) 

Evaluating the r.h.s. in the traditional way we have 

(fj,/t)=8rr[ . !o-:i
p

+l:)o--.iP:-1: 2j+1~ ~2)~",. ]O(lm)-Im/), 
- } - lP,} + 1 + lP, - } + lP,} + 1 - lP,}o - },}o + } + 1 

for Imj, 1m!> O. (4.25) 

The orthonormalized SO(2,2) harmonics in L ~~jT/'P are, therefore, given by 

(4.26) 
where 

~;j"p = _l_{r [ -) - iP:) +, 1 + ip, ~) -: ip,) + ~ - ip,)o - )')0 + ) + I,]} 112. 

2r }o + lp + 1, }o -lP + 1, 2} + 1, - 2) - 1 (4.27) 

Completeness: The completeness of the orthonorma­
lized SO(2,2) harmonics is a direct consequence of that for 
the SU(1, 1) representation functions of Bargmann. I I The 
latter have been identified by Mukunda5 as the SO(2,2) har­
monics in an SO(2) X SO(2) basis. The completeness of these 
SO(2,2) harmonics, therefore, follows from the Plancherel 
formula for SU(I, 1), which states that every square integra­
ble functionf(g) on SU(I, 1) can be expanded in terms of the 
representation matrices Dj,,/(g) as follows: 

f(g) = S If.1~ol D i.1(g)· (4.28) 
} jo/ 

Here S stands for the summation over the discrete and inte­
gration over the continuous) values. Bargmann's theorem 
asserts that the UIR's not appearing in the expansion are 
those of the continuous exceptional series, and the lowest 
ones (D 112; ± ) of the discrete series. 

Analysis of the Plancherel formula5 for functionsf},:? 
restricted to the eigenspace L ~,21.t, carrying definite 
SO(2) X SO(2) quantum numbers reveals that only the sub­
set -1/2>/;;. -)0 of the discrete UIR's appear in the ex­
pansion. The completeness condition can therefore be ex­
pressed as 

'f--1/2+iX 

fJ.':/(g) = - 1 d) f.1(jo,I;);n)D /.,.<,,1 
-- 1/2 

+ I' v(jo,l;);n)D L~>, (4.29) 
j ~ l(oT 312) 

where En = ± according as n = 1 or 2. Here, for definite­
ness, we have chosen)o,l to be positive integers or half-inte­
gers and)o < I. If jo exceeds I then, of course, the discrete 
UIR's do not extend beyond - I. This equation yields the 
CG series for the product D + XD - .5 

The above equation, which expresses the completeness 
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of the SO(2,2) harmonics, is a direct consequence of the 
Plancherel formula for SU(l,l), due to Bargmann. I I Al­
though the completeness property is established by examin­
ing the properties of the SO(2,2) harmonics in the maximal 
compact SO(2) X SO(2) basis, it is clear that the real content 
of the result is independent of the basis chosen in setting up 
the representations of SO(2,2). It is, therefore, possible to 
transcribe the above result to the situation wherein the 
SO(2,2) harmonics are constructed in a different basis, 
namely, in an SO(2)XSO(l,I) basis. Since only a change of 
basis is involved, the representation functions D /.,1 of Mu­
kunda will be a linear combination of YY],,, given by Eqs. 
(4.26) and (4.27): 

.I _ •• ', (n) J
x 

D i".E,,1 - if dp a(jo,l,p,},n)Yi;)",' (4.30) 

The elementsf;,:~EL ~J,'" in addition, can be related tof),:? of 
Eq. (4.29) by 

f. lll) = '" a(}' p I'n)f lll
) /,,/' L 0"' J(/' 

(4.31 ) 
I 

Putting all these facts together, we can easily transcribe the 
completeness condition (4.28) to read 

f),~;(g) = - if dj A (ju,p,j;n)Yjj,~, 

+ t' r(jo,p;j;n)YYL,· 
I(or --312) 

In the discrete summation n = 1 will correspond to the + ve 
discrete series and n = 2 to the - ve discrete series, respec­
tively. While the completeness relation expressed in the 
SO(2) X SO(2) basis yields the structure of the CG series for 
D + X D - , the same relation expressed in the 
SO(2) X SO(l, 1) basis yields the SO(2, 1) content ofSO(3, 1). 
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The radial eigenfunctions corresponding to the three 
possible subgroup reductions ofSO(2, 1) C SO(3, 1) are as fol­
lows: 

(i) SO(3,I):)SO(2,I):)SO(2). In this caseJ3 is diagonal 
and the radial eigenfunctions are given, as in Ref. 9, by Whit­
taker functions 

t//,;,>(r) = x -I W""m,) + 112 (x), 

X =?-. 
(ii) SO(3,1):)SO(2,1):)SO(I,I). For this subgroup re­

duction we choose the generator Fz diagonal. The eigenfunc­
tions are 

f~n)(r) = ?-i.A, - 2. 

(iii) SO(3, 1):) SO(2, 1):) T\. In this case J3 + F\ is diag­
onal and the eigenfunctions are 

g;;)(r) = D(r - 1111), 
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Partial-range completeness and existence of solutions to two-way diffusion 
equations 
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Separating variables to solve a two-way diffusion equation leads to a nonstandard eigenvalue 
problem in one variable. It is shown that the eigenfunctions having negative eigenvalues are 
complete on the part of the domain where initial conditions are imposed, while those with positive 
eigenvalues are complete where final conditions are imposed. The corresponding exponentially 
growing and exponentially decaying solutions may be used to expand arbitrary solutions on semi­
infinite intervals in the "time" variable. A natural iterative procedure for obtaining solutions on 
finite intervals is shown to converge. In some cases a linearly growing solution must also be taken 
into account. 

PACS numbers: 02.30.1r 

I. INTRODUCTION 

We consider the equation 

h(O)!/(x,O)= :OD(O):o/(X,O) (1) 

in the domain ao < 0 < bo and 0 < x < L, with D (0) positive 
but with h (0) changing sign in the interval. Self-adjoint 
boundary conditions (independent of x) are imposed at 
o = ao and 0 = boo Since h changes sign, the usual initial 
conditions are replaced by initial and final conditions 

1(0,0) = v+(O), where h (0) > 0, 

I(L,O) = v_(O), where h(O)<O. 

(2a) 

(2b) 

This equation, some physical systems that it describes, 
and the relevant literature have been discussed by Fisch and 
Kruskal, I so we shall be rather brief here. 

The special case 

sinO cosO al = ~ sinO ~ 1 
ax ao ao 

(3) 

for 0 < 0 < Jr, describing the steady-state distribution of par­
ticles scattered by a slab, was derived by Bothe.2 Bethe, 
Rose, and SmithJ treated (3) by separation of variables, ex­
panding the solution as a sum of exponential solutions and a 
single non exponential or "diffusion solution." Since the ei­
genvalue problem is not of classical type, however, the ques­
tion of completeness of the eigenfunctions remained open. 
The author4 used methods of functional analysis to prove 
existence and uniqueness of solutions to (3) and to justify the 
Bethe-Rose-Smith expansion. 

Fisch and Kruskal l proved completeness of the eigen­
functions corresponding to the general equation (1) by an 
extension of classical arguments for the Sturm-Liouville 
theory, and found conditions for the existence of a diffusion 
solution. The existence question for (1) was left open, but 
Fisch and Kruskal pointed out that it was closely related to 
the conjecture that the eigenfunctions corresponding to neg­
ative (respectively positive) eigenvalues are complete in the 
region where h (0) is positive (respectively negative); they 
also adduced numerical evidence for the conjecture. 

In this paper we prove the Fisch-Kruskal conjecture 

and the existence of solutions to the general problem ( 1), (2). 
Similar results were obtained for analogous problems in Ref. 
5. However, these results are not immediately applicable to 
the general equation (1). Moreover, the treatment in Ref. 5 is 
rather abstract, and for the case of partial differential equa­
tions the methods are merely sketched. Therefore we give 
here a full and self-contained treatment of the problem (1), (2) 
by adapting some of the methods of Ref. 5. In the process we 
obtain a different proof of the Fisch-Kruskal completeness 
theorem, as well as different proofs of the results of Ref. 4. 

The paper is organized as follows. In Sec. II we prove 
completeness of the eigenfunctions associated to the prob­
lem by formulating an equivalent self~adjoint problem. Hav­
ing completeness, we derive the general form of a solution to 
(I). In Sec. III we prove the partial-range completeness of 
the eigenfunctions, i.e., the Fisch-Kruskal conjecture. The 
conjecture is shown to be equivalent to the invertibility of a 
certain operator built from projections that are self-adjoint 
with respect to two distinct inner products. The proof of 
invertibility involves some algebraic manipulations with 
these projections in order to establish inequalities that imply 
invertibility. 

The partial-range completeness immediately implies 
the existence of solutions to the problems corresponding to 
(1), (2), but on the intervals 0 <x < 00 or - 00 <x <L. In 
Sec. IV we obtain the existence of solutions on finite intervals 
by reducing the problem to invertibility of still another oper­
ator constructed from projections. 

These arguments are worked out in detail for the case 
considered by Fisch and Kruskal, i.e., when there IS a diffu­
sion solution. It is pointed out in Sec. II that there are two 
other cases for Eq. (1). In Sec. V we indicated briefly how 
these cases may be treated in essentially the same way; in fact 
they are slightly simpler. 

In Sec. VI we consider a natural iterative procedure for 
constructing solutions on finite intervals, based on the par­
tial-range completeness result. This procedure is shown to 
converge; in fact it is simply a more concrete version of the 
operator-theoretic solution given in Sec. IV. 
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In Sec. VII we summarize our results for all three cases 
arising in connection with Eq. (1) and the problem (1), (2). 

II. COMPLETENESS OF THE EIGENFUNCTIONS; 
EXPANSION OF SOLUTIONS 

We assume that D ({}) is such that the standard Sturm­
Liouville theory applies to the operator A, 

d d 
Au({}) = -D({})-u({}), 

d{} d{} 
(4) 

with the given boundary conditions. Thus there are eigen­
functions (j!k' k = 0,1,2,···, and eigenvalues O<J-lO<J-lI<'" 
such that 

A(j!k + J-lk(j!k = 0 , 

f (j!/{) )(j!k ({}) d{} = Ojk . 

Three cases should be distinguished: 

J-lo> 0, 

J-lo = 0 and f h ({}) d{} =1-0 , 

J-lo = 0 and f h ({}) d{} = 0 . 

(5) 

(6) 

(7) 

(8) 

(9) 

(We assume that h is piecewise continuous, with a piecewise 
continuous derivative.) All three cases may be treated in es­
sentially the same way. We shall concentrate on the third 
case, which is slightly more complicated, and discuss the 
cases (7) and (8) very briefly in Sec. V. 

Separating variables in Eq. (1) leads immediately to the 
following eigenvalue problem: 

(10) 

Note that under assumption (9) the equation Au = v has a 
solution u satisfying the boundary conditions if and only if 
Sv({}) d{} = O. Thus the solutions to (10) must satisfy 

f h({})uk({})d{}=O (11) 

if Ak =1-0. Assumption (9) also implies that there is a function 
g satisfying the boundary conditions such that 

Ag=h. (12) 

Then we must have 

0= f h ({) )u k ({}) d{} = f Ag({} )u k ({}) d{} 

= f g({} )AUk ({}) d{} = Ak f g({})h ({) )uk ({}) d{} . (13) 

Because of (12) and (13), it is natural to look for solutions to 
(10) in the space H that consists of functions satisfying the 
boundary conditions and also the two constraints 

f h ({) )u({}) d{} = 0 = f h ({) )g({} )u({}) d{} . (14) 

In this space H we define an inner product 

(u,v) = - f Au({} )v({}) d{} = f D ({}) ~~ :; d{}. (15) 

This inner product is positive definite on H. In fact, suppose 

955 J. Math. Phys., Vol. 22, No.5, May 1981 

(U,u) = 0; then, sinceD is positive, it follows from (15) that 

u is constant. Now 

0=1- f D({})( ~: y = - f g({})h ({}) d{}. (16) 

Since u is constant and satisfies (14), we must have u = o. 
Suppose v belongs to H. Then there is a unique solution 

to the problem 

uEll, Au = hv . (17) 

In fact, since v is in H, it satisfies the condition for solvability 
of Au = hv. Let Uo be a solution. We claim that there is a 
unique constant a such that u = Uo - a belongs to H. We 
must have 

0= f (uo - a)h = f uoh = f uoAg = f (Auo)g 

= f hvg, (18) 

but this is automatic, since v is in H. We must also have 

0= f (uo - a)gh = f uolJh - a f gh. (19) 

Because of (16), Eq. (19) has a unique solution a. 
Let Sv denote the unique solution to (17). Thus S is an 

operator from H to itself. It is self-adjoint with respect to the 
inner product (15): 

(SV I,V2 ) = - f A (SV I)V2 = - f hvlvz = - f vIA (Sv2) 

= (V I ,SV2) • (20) 

Moreover, S is a compact operator in the space H (see Ap­
pendix). It follows that H has an orthonormal basis consist­
ing of eigenfunctions for S (see Ref. 6). Note that Su = 0 only 
if u( (}) = 0 where h =I- O. Thus we shall discard the eigenfunc­
tions corresponding to eigenvalue zero. The remaining ei­
genfunctions Uk satisfy (10) with Ak =1-0. We shall index 
them so that 

(21) 

We may now show that any function u that satisfies the 
boundary conditions and the conditions 

f u2 
< 00, f D ({}) ( ~~ y < 00 (22) 

can be expanded uniquely, where h ({})=l-O, in a series 

(23) 

where a, 13, and the Ok are constants. In fact, by what has 
already been shown, we only need to show that there are 
unique constants a and 13 such that u - a - f3g belong to H. 
Thus we need 

o = f (u - a - f3g)h = f uh - 13 f gh , (24) 

o = f (u - a - f3g)h = f ugh - a f gh - 13 f g2h. (25) 

Since Sgh =I- 0 by (16), these equations determine a and 13 
uniquely. 

Suppose now that/is a solution to (1). We may expand 
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f(x,e) = a(x) + /3 (x)g(e) + I ak (X)U k (e) , 

where h (e )#0. From (24) we have 

/3 (x) = cff(x,e)h (e) de, c- I = fgh, 

so 

d/3 = c f af h = c f Af = 0 . 
dx ax 

Similarly, from (25) we get 

a(x) = c f f(x,e )g(e)h (e) de - /3 (x) f g2h . 

Therefore 

(26) 

(27) 

(28) 

~: = c f :~ gh = c f Afg = c f fAg = c f f h = /3 . (29) 

Finally, 

ak(x) = (j-a-/3g,u k ) = f (f-a-/3g)Au k 

=Ak f (f - a - /3g)hu k = Ak f fhu k , (30) 

since Uk satisfies (14). Therefore 

dak 
= Ak f af hUk = AI.. f (Af)u k = AI.. ffAUk 

dx ax 

=A~ f fhu k =Akak · 

We have shown 

(31) 

where h (e )#0. Since the sum on the right gives a solution to 
(1) that coincides withfwherever h (e)fO, and since the 
solution to (1), (2) is unique (see Ref. 1), it follows that (31), 
is true for all x and e, ao<x<bo, o<e<L. 

III. PARTIAL-RANGE COMPLETENESS: THE FISCH­
KRUSKALCONJECTURE 

In this section we show that (together with g and a con­
stant function) the eigenfunctions Uk withA, < 0 (respective­
ly, Ak > 0) are complete in the region where h (e) > 0 (respec­
tively, h (8) < 0). To do this it is convenient to normalize the 
Uk differently: let 

(32) 

Thus 

f hVjVk 

= IAj 1I/21Ak 11/2 f huju" = IAj 11/2 1,1, 1I/2A j-I f (Auj)u k 

= _ IAj 1I/21Ak 11/2 A j - I (U j ,Uk) = - sgn(A)Ojk' (33) 

It is also convenient to introduce two new inner products in 
the space H above: 

(34) 
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(U,V)2= f Ih(e)lu(e)v(e)de. (35) 

Thus (u,v) I corresponds to taking the V" as an orthonormal 
basis in H, while (u,v) 2 is the L 2 inner product with respect 
to the measure/h «() )Ide. It is true that the norms associated 
with these inner products are equivalent: for some constant 
C, 

(36) 

However, we shall not need this fact. 
We now introduce four projection operators in H. Set 

p.U(e)= I(U,Vk)Vk(e), (37) 
k>O 

p_U(e) = I (U,V k )Vk «() . (38) 
k<O 

These are self-adjoint complementary projections with re­
spect to the inner product (u,v) I: 

(P!_ U,V)I = (u,P + V)I' (39) 

P.u + P_u = u, 

P.( P.u) = P.u, P_( P_u) = P_u . 

Next, set 

Q.u(e) = u(e), if h(e»O, 

Q.u«() =0, if h(e)<O, 

Q_u(e) = u(e), if h (e )<0, 

Q_u(e) = 0, if h (e) > 0 . 

Then 

(Q 1- U,V)2 = (u,Q ± V)2' 

Q.u + Q_u = u, 

Q.(Q.u) = Q.u, Q_(Q_u) = Q_u . 

(40) 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 

The following is a basic interrelationship between these four 
projections and the two inner products: 
(Q+u - Q_U,V)2 

= f h (e )u(8 )v(e) de 

= L. (u,vj )(v,vk ) f h (() )Vj(e )vk(e) de 

= L. (u,vj)(v,vk)sgn(j)Ojk = (u,P+V-P_V)I' (47) 

Since Q ± and P ± are projections, (47) implies the four ba­
sic identities 

(Q.U,P.V)2 = (Q.u,P.v) I' 

(Q_U,P_V)2 = (Q_u,P_v) I' 

(Q.U,P_V)2 = - (Q.u,P_v) I , 

(Q_U,P.V)2 = - (Q_u,P.v) I' 

(48) 

(49) 

(50) 

(51) 

The partial-range completeness conjecture may be for­
mulated in the following way: if v is in H, then there are 
unique functions u. and u_ in H such that 

P.u. = u. and u.(e) = v(e), where h «() > 0 , (52a) 

P_u_ = u_ and u_(e) = v(e), where h (e) < 0 . (52b) 
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In fact, the condition P.u. = u. is precisely the condition that 
the expansion of u. contains only eigenfunctions withAk < 0, 
and similarly for the condition P_u_ = u_. Setting 
u = u. + u_, we may reformulate (52a) and (52b) as the sin­
gle equation 

Vlu = (Q-P. + Q-.P_)u = v . (53) 

Our precise statement is that if v belongs to H 2 , the comple­
tion of H with respect to the inner product (35), Eq. (53) has 
a unique solution u that belongs to HI' completion of H with 
respect to the inner product (34). Note that H2 consists pre­
cisely of functions v such that 

f Ih(O)lv(OfdO<<Xl, f hu= f ghv=O. (54) 

In proving existence and uniqueness of solutions to (53), it is 
convenient to introduce three more operators: 

WI = Q-P- + Q-.P., Vl = P.Q. + P-Q_, 

Wl = P.Q_ + P_Q. . (55) 

Using the properties (39)-(41), (44)-(46), and (48)-(51), one 
obtains identities 

(VIU,vIU)2 = (u,u) 1 + (WIU,WIU)2, 

(VlU,vlU) I = (U,U)l + (W2U,WlU)I~ 
For example, . 

(Q-P.u,Q-P.U)2 = (Q-P.U,P.U)l = (Q-P.u,P.u) I 

= (P.U,P.U)I - (Q..P.u,P.u) I 

= ( P.u,P.u) 1+ (Q..P.U,P.U)2 

= (P.U,P.U)I + (Q..P.u,Q-.P.U)2' 

(56) 

(57) 

(58) 

Interchanging + and - in (58) and adding the new identi­
ty to (58) gives (56), and (57) is exactly analogous. 

Note that (56) implies u = ° if Vlu = 0, so a solution of 
(53) is unique. It is also an easy consequence of (56) that 
VI(HI) is a closed subspace of the Hilbert space H 2 • There­
fore, to show that (53) has a solution for every vElI2, it is 
enough to show that any element of Hl orthogonal to all 
elements V,U must vanish. But (48) and (50) imply that 
(V,VIU)l = (V2v,u) I' In particular, (v,VI V2V)2 
= (Vlv, V2v) I' By (57), therefore, if v is orthogonal to all 
Vlu, it follows that v = 0. This shows that (53) has a solution 
u for each vElI2 • 

Another way of expressing the result is this. Suppose 
only that 

flh (O)lv(O? dO< <Xl. (59) 

There are unique constants a,/3 such that 

f (v - a - {Jg)h = ° = f (v ~ a - {Jg)gh . (60) 

Then v - a - (Jg belongs to H 2, so it may be expanded as 
above. Thus 

v(B)=a+{Jg(B)+ L akuk(B), where h(B»O, (61) 
k>O 

and 

v(B)=a+{Jg(B)+ L akvk(B), where h(B)<O. (62) 
k<O 
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Note that since the functions Vk are constant multiples of the 
functions Uk' we may change the constants Ok and replace Uk 

by Uk in (61) and (62). 
For later use we note here some other consequences of 

the identities (48)-(51), relating the operators VI and V2 and 
the operators WI and W2 : 

(V1U,V)2 = (U,v2V)" (WIU,V)l = ~ (U,W2V)1 . 

Thus if we consider VI and WI as operators from HI to H 2, it 
follows that the adjoint operators are Vl and - W2, respec­
tively. Therefore the adjoint of V 1- I WI' considered as an 
operator in HI' is - W2 V 2- I • Note finally that if we re­
place u in the identity (57) by V; I u, we obtain the 
inequality 

(63) 

IV. EXISTENCE OF SOLUTIONS 

Consider first the problem on a semi-infinite interval: 

al a al 
h- =-D(B)- O<x< <Xl 

aB aB aB ' , 
(64) 

I(O,B)=u(B), where h(B»O, (64a) 

l(x,O)-..Q as X-+<Xl, where h(O)<O. (64b) 

The second condition indicates that the expansion (31) 
should have only terms for which A k is negative. By modify­
ing the function v, where h (B)<;O, we may assume that 
Svh = 0 = Svgh. Then, by the results of the last section, 

v(B)= L 0kUk(B), where h(B»O. (65) 
h>O 

Thus with this (unique) choice of the ak , the solution to (64) 
is 

l(x,B) = L Oki,XUk(B). (66) 
k>O 

Obviously, a similar procedure may be applied to the prob­
lem on the interval - <Xl <x<;O. 

We return now to the original problem (I), (2) on a 
finite interval O<;x<;L and seek a solution of the form 

l(x,B) = a + b (x + g(B» + L aki"Xuk(B) 
k>O 

(67) 

To determine the constants ° and b we define a function v by 

v(B)=v.(B)-a-bg(B), where h(O»O, (68a) 

u(O)=u_(O)-a-bL-bg(O), where h(B)<;O. (68b) 

Iflis to have the form (67) and satisfy the initial and final 
conditions (2), it follows that Q.v and Q_v must belong to 
QRI and QJ/I' respectively. Therefore we must have 

f h «() )v«() dB = 0 = f g(B)h (B )v«() dB. (69) 

Equations (68) and (69) determine a and b uniquely. 
The preceding argument reduced the problem to that of 

determining ak so that the function 

1*(x,O) = L aki"xudO) + L aki,(x-L)uk(B) (70) 
k>O k<O 
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satisfies the initial and final conditions 

QJ*(O,O) = Q.v(O), Q-/*(L,O) = Q_v(O) , (71) 

where v belongs to the space H t determined by the condi­
tions (69). Define an operator M by 

(72) 

and define the function u by 

(73) 

where the ak are the same as in (70). Then 

!*(O,O) = I akuk(O) + I ake-U'Uk«(}) 
k>O k",O 

= P.u«(}) + P Mu«(}) , (74) 

where P ± are the projections introduced in Sec. III. 
Similarly, 

!*(L,(}) = P Nu«(}) + P_u«(}) . 

Therefore Eqs. (71) may be written 

(75) 

v = Q.( P.u + P Mu) + Q_( PNu + P_u) = Vtu + WtMu 

= Vt(l + V t- t WtM)u , (76) 

where as before Vt = Q.P + QY_ and W t = Q.P- + QY •. 

At this point we have reduced the original problem to 
the problem of determining the constants a k in (70), which is 
equivalent to determining the function u ofEq. (73), which is 
equivalent to solving (76) for u. Formally, the solution of 
(76) is given by 

u = (/ + V t 'W,M) - , V,- , v 

= I (- V,-' WtM)mv,-'v. (77) 
In ----0 0 

To show that the series (77) converges, it is enough to show 
that there is a constant p < 1 such that 

(V I-I W,Mu,v, W ,-'Mu) t< p(u,u)t , (78) 

where (u,v) t is the inner product (34). It is easy to check that 

(Mu,Mu)t<p(u,u)t, (79) 

wherep is the largest of the numbers exp( -2 L IAk I), so it is 
enough to show 

(V,-tw,u,V t tWtu)t«u,u),. (80) 

Now (80) is true if and only if the analogous inequality is true 
for the operator adjoint to V,-' W t • As remarked at the end 
of Sec. III, the adjoint operator is - W2 V 2- t . The desired 
inequality for this operator is precisely (63). Therefore the 
series (77) does converge and determines the solution u. 
Since u determines the constants ak in the expansion (70), 
the original problem is solved (in principle). In Sec. VI we 
will take another look at the determination of the a k • 

V. OTHER CASES 

Our proof of the partial-range completeness and the 
existence of solutions has been carried out for the case con­
sidered by Fisch and Kruskal t, in which there are "diffusion 
solutions," i.e., solutions linear in x. This case is character­
ized by the condition (9). The cases (7) and (8) may be han­
dled in a very similar way; indeed the argument is slightly 
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simpler in these cases. Here we indicated briefly how the 
preceding arguments should be modified. 

In case (7) we may drop the constraints (14) and take H 
to consist of all functions satisfying the boundary conditions 
and the condition 

f D«(}) ( ~~ Yd()< 00 • 

The inner product (15) is positive definite on this space, and 
the problem (17) has a unique solution u = Sv for every vEl!. 
Again S is a compact self-adjoint operator. Arguing as in 
Sec. II, we find that any function u in H has an expansion of 
the form (23), but with a = f3 = O. Therefore a solution to 
(1) has an expansion (31), with a = b = O. The subsequent 
discussion carries through also, and we obtain finally the 
partial-range completeness result of Sec. III and the expan­
sion of Sec. IV, again without a term a + b [x + g«(})]. 

In case (8) we may drop one of the constraints (14) and 
require in defining H that 

f h«(})u«(})d(}=O. 

The inner product (15) is positive definite on H, and the 
operator S defined above is uniquely determined, compact, 
and self-adjoint. The arguments above go through once 
more, giving the expansion (23) with f3 = 0, the expansion 
(31) with b = 0, and the expansions in Sec. IV with the con­
stant term a, but without the term b [x + g(O)]. 

VI. CONSTRUCTION OF SOLUTIONS BY ITERATION 

Suppose once more that condition (9) is satisfied and 
that the original problem (1), (2) has been reduced to a prob­
lem of the form (1), (70), where v satisfies the conditions (55). 
In the solution (69) one expects the principal contributions 
at x = 0 to come from the terms with k > 0 (so A k < 0), and 
the principal contributions at x = L to come from the terms 
with k < O. Therefore a first approximation to the solution 
would be 

where the constants are chosen so that 

v«(})= I ak.Ou k «(}), if h«(}»O, (81a) 
k>O 

v«(})= I ak,OUk«(}), if h«(})<O. (81b) 
k<O 

Then!o will satisfy Eq. (1), but we have 

!o(O,(})=v«(})- Ie -A,Lak,oUk(O), if h(O»O, (82a) 
k<() 

hiL,O)=v«(})- I eA,Lak,oUk«(}), if h«(})<O. (82b) 
k>O 

Thus we want to add a correction term!t ofthe same form as 
h), but with coefficients a k,' determined by 

where h (0) > 0, 

where h «() ) < 0 . 
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Continuing in this manner, we constructJofthe form (70), 
where the coefficients a k are given by series: 

(S3) 

The initial terms ak,o are given by (SO), and succeeding terms 
are determined iteratively by 

L ak,m+luk, 
k>O 

whereh(8»0, 

(S4a) 

L ak,m+luk, 
k<O 

where h(8)<0, 

(S4b) 

This iterative procedure converges; in fact it corresponds 
precisely to the solution (77). Ifwe set 

then (SI) and (S4) become 

V1u(O) = V, V1u(m+l) = - WIMu(m) , 

so 

u1m ) = ( _ V 1- I WIM)m Iv 

and therefore 

is given by the series in Eq. (77). 

(S5) 

(S6) 

(S7) 

(SS) 

In conclusion, we take note of the fact that although 
equations like (SI) and (S4) determine the coefficients a k,m 
implicitly, it is not easy to determine them explicitly. The 
reason for this is that the eigenfunctions Uk are no longer 
orthogonal when restricted to the regions where h (8) is posi­
tive or negative, so one cannot recover the coefficients sim­
ply by integrating the known function against the Uk' The 
coefficients can be approximated by choosing a least-squares 
approximation with respect to the inner product (35), how­
ever. In fact if 

L aku k (8)=v(8), where h(8»0, 
k>O 

then 

(S9) 

converges to zero as N_ 00, and similarly for the expansion 
where h (8) is negative. 

VII. SUMMARY 

In order to solve the problem (1), (2), we investigated 
the operator A, 

Au(8) = ~D(8) du 
d8 d8 ' 

(90) 

when u satisfies the boundary conditions at 8 = ao,bo' 
Suppose first that 0 is not an eigenvalue of the operator 

A, Let Uk be the eigenfunctions for the eigenvalue problem 

(91) 

and number the A.k so that k and A.k have opposite sign. In 
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the problem (1), (2),definev(8) = v+(8), whereh (8) > O,and 
v(8) = v_(8), whereh (8) <0; we may takev(8) = 0, where 
h (8) = O. Then the unique solution to (1), (2) has an 
expansion 

J(x,8) = Lak eA,Xuk (8) + L akeA'(X-L)u k(8) , (92) 
k>O k<O 

where the constants ak are given by convergent series ~ak,m' 
and the ak,m are determined implicitly by Eqs. (SI) and (S4). 

Suppose next that 0 is an eigenvalue of A, i.e., that the 
constant functions satisfy the boundary conditions, but sup­
pose also that 

f h(8)d8=/=0. 

In the problem (1), (2), define 

v(8) = v+(8) - a, if h (8»0, 

v(8)=v_(8)-a, if h(8)<0, 

v(8) = 0, if h (8) = 0 , 

where the constant a is chosen so that 

f v(8)h(8)d8=0. 

Then the unique solution to (1), (2) has an expansion 

J(x,8) 

(93) 

(94) 

(95) 

=a+ L akeA,Xuk (8) + L aki,(X-L)uk(8) , (96) 
k>O k<O 

where again a = ~ak,m and the ak,m are determined by (SI) 
and (S4), 

Finally, suppose that 0 is an eigenvalue of A, and that 
Sh (8) d8 = O. ThenletgbeasolutionofAg = h. In theprob­
lem (1), (2) define 

v(8) = v+(8)-a-bg(8), if h(8»0, 

v(8)=v_(8)-a-b[L+g(8)], if h(8)<0, (97) 

v(8) = 0, if h (8) = 0 , 

where the constants a and b are chosen so that 

f v(8)h (8) d8 = 0 = f v(8)g(8)h (8) d8. (9S) 

Then the unique solution to (1), (2) has the expansion 

J(x,8)=a+b[x+g(8)] + L ak eA ,Xuk (8) 
k>O 

(99) 

where again a = ~ak,m and the ak,m are determined by (SI) 
and (S4). 
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APPENDIX: COMPACTNESS OF THE OPERATOR S 

To show that S is compact we write it as the composi­
tion of three operators, show that these operators are con­
tinuous with respect to suitably chosen norms, and show 
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that one of the three is compact. For this purpose let 

Ju«()) = h «() )u«()) , 

Bu«()) = ktl (f Uipk )lLk- lipk , 

Ku«())=u«())-c- I f ugh, 

where c = fg«())h «()) d(). Then S is the composition KBJ. 
The operator K is continuous from the space of func­

tions u that satisfy the boundary conditions and the 
conditions 

f u«()) d() = 0, (u,u) < 00 

to the space H with the inner product (u,v). In fact 
(Ku,Ku) = (u,u). 

(AI) 

The operator B is compact from the space L 2 of func­
tions with inner product fuv to the space described by (AI). 

In fact, let tPk = ILk- l12 ipk for k> 1. Then the ipk are an orth­
onormal basis for L 2, the tP k are an orthonormal basis for the 
space (AI), and Bipk = ILk- IIZ ipk' Since ILk-OO as k-oo, it 
follows that B is compact. 

The operator J is continuous from H with inner product 
(u,v) toL 2. To see this, write u belongingtoHin terms of the 
orthonormal basis I ipk J in L 2: 

U = CrfPo + ! Ckipk = CrfPo + u •. 
k~1 

Then 

f (huf<c f u2 
= c(c~ + f ui ). 
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(A2) 

With tP" as above, 

f uf = kII ci = kII (f Uipk r = 2>" (f UtPk r 
= IIL"I(f UAtPkY = Ill" I(U,tP,J2 

since the tP" are orthonormal with respect to the inner prod­
uct (u,v). Finally, since we are assuming that u is in H, we 
have 

o = f ugh = f coip('gh - f u Igh , 

so 

C6 = (f ip~h r 2( f ulgh r <CI f u~ <CIILI- I (u,u) . 

(A4) 

Combining (A2), (A3), and (A4) we get the asserted continu­
ity property of J. In fact, the operator J is also compact, but 
we do not need this fact. 
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Presented is a systematic approach to the transformation theories for the Ernst equation from the 
viewpoint of the Backlund transformation. It is explicitly shown that the method of Clair in gives a 
simple derivation of various transformations such as transformations found by Ehlers, 
Neugebauer, and Harrison. 

PACS numbers: 02.30.Jr 

1. INTRODUCTION 

The Ernst equation deals with the stationary axially 
symmetric gravitational field. As is well-known there have 
been found many solutions. I Some people2 have shown that 
the Ernst equation has remarkable internal symmetries and 
by using these symmetries have obtained the technique for 
generating new exact solutions. 

In recent years, the methods developed in the theory of 
solitons have been applied to the Ernst equation. Belinsky­
Zakharov,3 Maison,4 and Hauser-Ernst5 have shown that 
the Ernst equation can be solved by the inverse scattering 
method. Harrison6 and Neugebauer? have found Backlund 
transformations for the Ernst equation. In particular, Neu­
gebauer has discussed a method to construct various solu­
tions by using the Backlund transformation. 

The aim of this paper is the presentation of a systematic 
method to find the transformations for the Ernst equation. 
Employing the method of Clairin, 8 we shall explicitly show 
that the Ernst equation has Backlund transformations. The 
outline of the paper is the following. In Sec. 2, we shall for­
mulate the Backlund transformation for the Ernst equation, 
and as a first nontrivial example, derive the transformation 
given by Ehlers. In Sec. 3, we shall obtain three kinds of 
Backlund transformations. Introducing a pseudopotential 
for each Backlund transformation, these transformations 
will be found to be equivalent to those of Neugebauer and 
Harrison in Sec. 4. The last section is devoted to conclusion 
and discussions. 

2. THE ERNST EQUATION AND THE EHLERS 
TRANSFORMATION 

The Ernst equation is written in terms of the Ernst po­
tential E as 

a{:,a'IE = - (lI4p)(a",-E + aT/E) + (lIT)a!;Ea'IE, (2.1) 

where 2p = t + 17, l = 17, and 2T = E + E. 
In general, the Backlund transformation for a second­

order partial differential equation in two independent varia­
bles is a pair of first-order partial differential equations 
which relate a solution to the other solution. Following 
Clairin, we consider the two Ernst potentials, E and E " relat­
ed by 

a,E' = p(asE,aT/E,E,E',c.c.,t,17), 

a"E' = Q (a;;E,a'IE,E,E ',c.c.,t,17), (2.2) 

where c.c. denotes the complex conjugates of asE, aT/E, E, 
and E '. We note that apart from the independent variable 
transformation, Eqs. (2.2) are the most general form ofthe 
Backlund transformation for the Ernst equation. The func­
tional forms of P and Q are determined from the 
requirements: 

(1) E' satisfies the integrability condition 

ar;a"E' = a'lar;E', 
(2) E ' is a solution of the Ernst equation. 
In the following we focus our interest on particular 

forms of P and Q such that 

P = ala;;E + a2 , 

(2.3) 

wherea j andbj(i ,= 1,2) are functionsofE, if, E ',if ',t, and 17. 
In spite of this simplification we shall find that all the inter­
esting transformations are derived systematically from Eqs. 
(2.2) with Eqs. (2.3). 

The integrability condition for E' gives the following 
differential equations 

V2a l - Vlb l + (t/T)(a l - bJ! = 0, 

VIal = 0, V2b l = 0, 

arla l - V lb2 + V3a l - (lI4p)(a l - bJ! = 0, 

asb l - V2a2 + V3bl + (lI4p)(a l - bJ! = 0. (2.4) 

Here, Vj and Vj (i = 1,2,3) are defined by 

VI =aE +alaE " VI =aE +alaE " 

V2 = aE + blaE " V2 = aE + blatt'> 

V 3 = a2aE , + b2aE" V 3 = a2aE , + b2aE ,· 

From the requirment of (2) we have 

V 2a, + (t/T)a, - (lIT')a,b, = 0, 

Vial =0, 

aria, + V3a, - (lIT')a lb2 = 0, 

V2a2 - (lI4p)(a l - bJ!- (lIT')b,a2 = 0, 

V,a 2 = 0, 

(2.5) 

(2.6) 

(2.7) 
(2.8) 

(2.9) 

(2.10) 
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and 

'V Ib l + (1IT)b l - (l/T')Glb l = 0, 

f; zb l = 0, 

ai;b l + 'V,b l - (l/T')b IG2 = 0, 

'V Ib2 + (l/4p)(G I - bl) - (l/T')G l b2 = 0, 

f; 2b2 = 0, 

(2.12) 

(2.13) 

(2.14) 

(2.1S) 

(2.16) 

asb2 + 'V 3b2 + (l/4p)(G 2 + b2 ) - (l/T')G2b2 = 0, (2.17) 

where 2T' = E' + E '. Since Eqs. (2.4) are obtained from 
(2.6)-(2.17), the independent equations which should be con­
sidered are (2.6)-(2.17). 

At first we shall consider Eqs. (2.6), (2.7), (2.12), and 
(2.13) which determine the functional forms of G I and b I' By 
factorizing G I and b I as 

G I = (T'IT)J, b l = (T'IT)g, (2.18) 

we rewrite Eqs. (2.6), (2.7), (2.12), and (2.13); 

aEI + (T'IT)gaE, 1= (f 12T)(g - 1), (2.19) 

at 1+ (T'IT)fat , 1= (f 12T)(1 -f), (2.20) 

aEg + (T'IT)laE,g = (gI2T)(f - 1), (2.21) 

atg + (T'IT)gat,g = (gI2T)(1 - g). (2.22) 

It is seen that the simplest solution of Eqs. (2.19)-(2.22) 
isl = g = 1. In this case, we have 

G I = b , = T'IT, G2 = b2 = 0. (2.23) 

The integration ofEq. (2.2) with Eqs. (2.3) and (2.23) yields 

E' = CE + iD, (2.24) 

where C and D are real constants. This transformation is 
rather trivial. 

Next we find a simple but nontrivial solution of Eqs. 
(2.19)-(2.22); 

I=g = - (E - im)/(E + im), 

wher m is a real constant. The solution (2.2S) gives 

T' E - im 
G,=b l = - - , 

T E+im 

(2.2S) 

aEy = aty = alT, 

af."Y= aky = aIT'. (3.1) 

Here a = a(y) is a function ofy. We assume that/and g 
depend on y, 5, and 1] only, and do not have the explicit 
dependence of E, E, E', at, and E. Under the assumption 
we have 

aEI= atl= (aIT)j, aEg = atg = (aIT)g, 

ar.' 1= at, 1= (alT')j, aE,g = at,g = (aIT')g, 
(3.2) 

wherej= ayl andg = ayg. By using Eqs. (3.2) we rewrite 
Eqs. (2.19)-(2.22) as 

j= Lg-l, (3.3) 
2a g+ 1 

. g 1-1 
g=2aI+l' 

(3.4) 

gf= 1. (3.S) 
We further assume that G 2 and b2 can be factorized in 

the form 

G2 = T'U(y,5,1]), 

b2 = T'V(y,5,1])· (3.6) 

Then equations (2.8)-(2.11) and (2.14)-(2.17) are reduced to 

aT//=I(f-g)/p(f+ 1)(g+ 1), 

as 1= (f - g)(fg + 1)/2p(g + If (3.7) 

asg = gIg - 1)lp(f + l)(g + 1), 

a"g = (g - 1)(/g + 1)/2p(f + 1)2, 

and 
1 g-I 1 I-g 

U= ---, V= ---. 
2pg+l 2pl+l 

By integrating Eqs. (3.1) we obtain 

f dyI2a=loge, 

where e is defined by 

e = eoTT'. 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

G z = b2 = 0, 

and then 

(2.26) In Eqs. (3.11) eo is a function of 5, 1] only. 

acE' = _ ~ E - im a E, 
, T E + im S 

In the following we will obtain three kinds of Backlund 
transformations. 

(i)1 = g: From Eqs. (3.3)-(3.S) we have 

a E' = _ ~ E - im a E. 
" T E+im T/ 

j=LI-I, (3.12) 
(2.27) 2a 1+ 1 

JJ = 1. (3.13) 

This can be easily integrated and/( = g) is given in terms of e By integrating Eq. (2.27), we have 

E' = (E + ic)/(iyE + d), (2.28) by 

where c, d, and yare constants. This is equivalent to Ehler's 
transformation which is extensively used by Kinnersley. 

3. BACKLUND TRANSFORMATIONS FOR THE ERNST 
EQUATION 

In the preceding section we obtained two simple solu­
tions (2.23) and (2.26). In order to obtain more general solu­
tions we introduce a function y which satisfies the differen­
tial equations 
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I=g = [2 + e ± (0 2 + 4e)I/2]12. (3.14) 

Equations (3.7)-(3.9) give 

U = v = 0, eo=c = const. (3.1S) 

Thus we obtain the first Backlund transformation 

, T' 2 + e ± (e 2 + 4e) I /2 
al;E = - a,E, 

- T 2 ' 

, T' 2+e±(e2 +4e)1!2 
a"E = T 2 a"E, (3.16) 
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where 8 = CTT'. 
(ii)1 = lIg: Equations (3.3)-(3.5) are reduced to 

. I I-I 
1= 2al+I' 

1=1 
Integration of Eq. (3.17) yields 

1= [28 + 1 + (48 + 1)112]/28, 
g = [28 + I - (48 + 1)1/2]/28. 

Equations (3.7) and (3.8) imply that 

ag-Iog8 = - lip, a1Jlog8 = - l/p. 

From Eqs. (3.20), 8 is given by 

8 = (e/p2)TT', 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

(3.21) 

where e is a constant. By substituting Eqs. (3.19) into Eqs. 
(3.9), u and v are expressed as 

U = - [(48 + 1)1/2 + l]/4p8, 
v = [(48 + 1)112 -1 ]I4p8. (3.22) 

The second Backlund transformation for the Ernst equation 
has therefore the following form: 

aeE'= ~ 28+1+(48+1)1/2 aE 
~ T 28 g-

_ ~ 1 + (48+ 1)1/2 

4p 8 

a E' = ~ 28+ 1- (48+ 1)1/2 a E 
1J T 28 1J 

T' 1 - (48 + 1)1/2 

4p 8 
(3.23) 

The third Backlund transformation is therefore 

where 8 is given by (3.21). 
(iii)1 = lIg: Byintegrating Eqs. (3.3) and (3.4) we find 

that 

I=((k+ 1)(8 2 + 1)-2k8±(k+ 1)(8-1) 

{8 2 
- 2[(k - l)1(k + 1)]8 + I J 1/2)128, 

g=(-(k+ 1)(8 2 + 1)-28 +(k+ 1)(8+ I) 

{ 8 2 - 2[(k - 1 )I(k + 1)]8 + 1 J 1/2)/2k8, (3.24) 

where if = - 8, f = 11k. Substitution of Eqs. (3.24) into 
Eqs. (3.7) and (3.8) leads to 

8l; = - (1I2p)8, 81J = - (l/2p)8, (3.25) 

kg- = - k(k + 1)l2p, k1J = (k + 1)/2p, (3.26) 

from which we find 

8 = (ie/p)TT', (3.27) 

k = (17 - if )/(5 + if), (3.28) 

where c and I are integration constants. By substituting Eqs. 
(3.29) into Eqs. (3.9), we obtain 

u=--8-1+ 8 -2--8+1 k + 1 [ (2 k - 1 )1] 
4p8 - k + 1 ' 

v=--8+1+ 8 -2--8+1 . k + 1 [ (2 k - 1 )l] 
4pk8 - k + 1 

(3.29) 

a E'= T'(k+ 1)[8 2 _ ~8+ 1 +(8-1)(8 2 -2 k-1 8 + 1)1/2J al;E+ T'{k+ I) 
s 2T8 k + 1 - k + 1 4p8 

where 8 and k are defined by Eqs. (3.27) and (3.28) 
respectively. 

4. PSEUDOPOTENTJALS 

The Backlund transformations obtained in the previous 
sections have very complex forms. They, however, are re­
written in more simple forms by introducing appropriate 
pseudopotentials. 9 In this section we define the associated 
pseudopotentials with the Backlund transformations. 

(i) When we take I given by Eq. (3.14) as the pseudopo-
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'(3.30) 

tential CPI,the transformation (3.16) can be written as 

agE' = (T'/T)CPlasE, a1JE' = (T'/T)cp la1J E, (4.1) 

where CPIq1, = I, and satisfies 

CPI - 1 -
asCPI = --(CPlasE + al;E), 

2T . 

CPI - 1 -
a1J CP, = --(cp,a1J E + a'lE). 

2T 
(4.2) 

This is essentially equivalent to the I. transformations of 
Neugebauer. 10 
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(ii) When we takefgiven by (3.19) as the pseudopoten­
tial cpz, the second Backlund transformation (3.23) becomes 

T' T' 
a,E' = -;;;<pA,E + -(I - 'Pz), T - 2p 

~ I ~ E + T' 'Pz - 1 a'I E '= --(Jfl ----

T 'P2" 2p 'Pz ' 
where 'P2 is real and satisfies 

af,'PZ = - [('Pz - 1)l4T] [(cpz + I)(as-E + as-E) 

+ ('Pz - I)(as-E - as-E)] 
+ (lI4p){'Pz - l)(cp2 + I), 

a'1'P2 = - [('Pz - l)14TJ[('Pz + l)(aT)E + aT/E) 

(4.3) 

- ('Pz - l)(a"E - aT)E)] + (lI4p)('Pz - 1)('Pz + I). 
(4.4) 

This Backlund transformation is equivalent to the 1z trans­
formation of Neugebauer. 

(iii) We define the pseudopotential cpJ associated with 
the transformation (3.30) as 

f) = - (k + I)'PJ/(~ - k 'Pl + 1)('P, + ~ - k); (4.5) 

then the third Backlund transformation is found to have fol­
lowing form: 

(4.6) 

In addition we can show that 'P3 satisfies 

af,'P3 = (1/2T) ['P3(~ - k 'P3 + l)af,E - ('P3 + ~ ~)af,E] - (~ - k 14p)('P3 - 1)('P3 + I), 

a,,'P3 = (lI2T ~ --=--k)[ - (~ - k <f, + 1)a'lE + 'P3(rP3 + J ~)aT)E] - (lI4~ - k P)('P3 - I)('P, + I). (4.7) 

This is equivalent to the Backlund transformation of 
Harrison. 

5. CONCLUSION AND DISCUSSIONS 

By using the method of Clairin we have obtained the 
four kinds of Backlund transformations for the Ernst equa­
tion. These transformations are equivalent to the transfor­
mations given by Ehlers, Neugebauer, and Harrison. It is 
clear that the Backlund transformation is not unique. We 
have assumed the functional forms of P and Q as given in 
Eqs. (2.3). However, we have observed that Eqs. (2.3) are 
general enough to cover all the known transformations. 

Recently Belinsky-Zakharov, Maison, and Hauser­
Ernst have shown the existence of linear eigenvalue prob­
lems in the spirit of Lax. II There, the Ernst equation arises as 
the compatibility condition for the linear eigenvalue prob­
lem. In the theory of solitons, it has been known that the 
Backlund transformation and the inverse scattering method 
are closely related. IZ Then, it is a very interesting problem to 
clarify the relations between the Backlund transformations 
found in this paper and the inverse scattering problems dis­
cussed by Belinsky-Zakharov, Maison, and Hauser-Ernst. 
This problem is left for a future study. 
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We establish and study a transformation which connects the Schriidinger, the Klein-Gordon, and the Dirac 
operators. This provides an equivalence between their associated direct and inverse problems, and inverse 
spectral transforms. 

PACS numbers: 02.30.Jr, 03.65.Nk 

I. INTRODUCTION 

We study here the relations that connect the Schro­
dinger,l Klein-Gordon2 and Dirac3 inverse problem 
(IP) and inverse scattering (or spectral) transforms 
(1ST) . 

Some of the arguments have been previously sketch­
ed, 4 with the result that there exists a transformation 
relating the two couples (r,q) and (U,Q) of potentials 
of the Dirac and Klein-Gordon systems 5

: 

(D) :Ia x + i wa3 - (0 q(x~ t yE(k, x) = 0, 1 q(x) ;..m , 
r(x) ° Jf r(x) ; .. m 

(K): {a; + k 2 
- U(x) - EEQ(X)}Y' (k, x) = 0, lU(X)~O 

Q(x)~O ' 

(I. 1) 

(I. 2) 
where the momentum k is related to the energy EE by 
k 2 = E2 - m 2

, and where E = ±. It is shown here that the 
transformation gives a complete equivalence between 
IP and 1ST associated with (D) and (K). We show more­
over that the well-known IP and 1ST for the Schrodinger 
equation: 

(s):{a;+k 2 -U(X)}Z(k,X)=0, U(x)~O, (1.3) 

can be derived from (K), and thus from (il) too. 

II. THE INVERSE PROBLEMS 

We first have to come back to the procedure and for­
malism of IP which is already well known for (5 )1: let 
Ys be the set of spectral data 

J's == {Rs(k), kEf{; kn,s, (Imkn,s >0), Cn, S' 1'1 = 1, .. , N s} , 

(II. 1) 
define the "Fourier transform" of Y s as 

1 f>~ . NS 
Hs(u) =-2 . dkRs(/?)e'kU-i,",Cn,sexp(ikn,su) , 

7T -~ ~ (II. 2) 

compute then the kernel S(x, y) from H s(x + y) out of the 
Marchenko equation: 

S(x,y)+Hs(x+y)+ J." duS(x,u) Hs(u+yL=O (II. 3) 
for y > x. x 

The potential U(x) is finally obtained by 

U(x) = - 2 d~(x, x) . (II. 4) 

Here, and in the following, we do not deal with the pro-

blem of giving conditions on the spectral data so that the 
Marchenko equations do possess a (unique) solution 
which leads effectively to a potential. 6 The interested 
reader may refer to Ref. 1 for (5), Ref. 5 for (D) and 
Ref, 7 for (K). 

In the (D) case, the eigenvalue is eE but we prefer to 
work with momentum k. Then EE appears as a double­
valued function of k. The choice of the determination 
of the square root of k2 + m 2 makes k varying on a two­
fold Reiman surface (cut from im to i oo, and from - im 
to - ioo), each sheet of which is indexed by the sign E 

of the real part of E E. The spectral data are: 

Yn={R~(k)' kER; k~'D(Imk~'D>O), C~,D' 1'1=1, .. ,N~, 
E= ±}, (II. 5) 

with the Fourier transform: 

e'ku N~ . (-irn - EE+k) 
- i ---- C' ~ 2EE EE + k -im k=k~'D n,D 

(II. 6) 

The matrix Marchenko system reads 

D(x, y) + H»(x + y) + J'''' du D(x, u)HD(v + y) = ° for y > x, 
x 

(II. 7) 
and the potentials r and q are obtained from D(x, x) by 
(we write another useful relation) 

[CT3' D(x, x)j = ( ° r- rn 

- (q - m)) 
° ' 1) +'" ° 1 (rq-rn

2
) 

(II. 8) 

The (K) case is a little more complicated and we shall 
see that it is an interesting aspect of the above-men­
tioned transformation in that it provides an easier way 
to solve the IP for (K). The set of spectral data is 
defined like Yv by 

(II. 9) 

As shown in Ref. 2, we need to define three types of 
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Fourier transforms of !iK • namely: 

Hit\u) ==L {l..- f'oo dk (f.E)P-1R~(k)eikU 
• 41T_ 00 

e 
NK 

-~iL(EE)P.2eikul e C~'K}' p=1,2,3.(II.10) 
n= 1 k=km K 

The Marchenko system of inversion equations reads: 
for y>x, 

K 1(x,y)+F(x)H:t(x+y) + J+oo du[K 1(x,u)H:?(u+y) 
, 

- K 2(x, u)Hi3 )(u + y) 1 = 0, 
(II. 11) 

-K2(x, y) + F(x)Hi1)(x+ y) + f+oo du [K 1(x, U)H~I\U + y) 
x 

- K 1(x, u)H:!)(1I + v)] = O. 
(II. 12) 

[The functionF(x) is introduced to correct the asymptot­
ic behaviors of the Jost solutions of (K) for large values 
of ! k! (see Refs. 2 and 7.) 1 The kernels K 1.2, solutions 
of (II. 11) and (II. 12), lead to potentials U(x) and Q(x) 
via 

- d~F(x) + U(x)F(x) + 2d,K I(X, x) + Q(X)afi2(X, 11)1 u=x = 0, 

(II. 13) 

Q(x)F(x) - 2d,K1(X, x) = 0 , (II. 14) 

2dJ(x) + Q(x)K2(x, x) = 0 . (II. 15) 

III. CONNECTION OF DIRECT SCATTERING PROBLEMS 

A. Connection of (0) with (K) 

We now wish to transform the system of two coupled 
first order differential Equations (I. 1) into a second 
order differential equation of type (I. 2). The relation 
that we search for is obviously 

ye(k,x)=ae(k>fa:(m~k'x) b:(m~k'X)\(Y:(k'X»), 
\c (m,k, x) d (m,k, xV yx(k, x) (III. 1) 

where the functions a, b, c, and d remain to be defined 
(subscript x means partial derivative with respect to 
x). We shall now omit E and recall it whenever neces­
sary. 

In Ref. 4 we computed a, b, c, and d by demanding 
that the transformed equation [obtained by inserting 
(III. 1) into (I. 1) 1 is the (K) equation. For the purpose 
of getting more information, we start with the assump­
tion that the equation governing y(k, x) belongs to a set 
of scattering problems which possess the same spec­
tral data as (D). [Thewordsame is taken in the sense 
of 

T D(k) = T K(k) for Im(k) ~ O. ] (III. 2) 

The result is 

Theorem 1: In the case of q and r going asymptot­
ically to the same constant m, the Klein-Gordon equa­
tion is the only second order differential equation which 
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possesses the same spectral data as the Dirac equation. 

Proof: We may first exploit the compatibility condi­
tion [which is that Y(k, x) is a solution (D) I, expressed 
in the fact that y(k, x) becomes a solution of a system of 
two second order differential equations. These two 
equations must be linearly dependent; therefore 

d=l'IJ, 

v(a + b x + iEIJ - qd) = c + dx - iEd - rIJ, 

l1(ax + iEa - qc} = ex - iEc - ra, 

(III. 3) 

(III.4) 

(III. 5) 

v(x) being an arbitrarily choosen function. The other 
relation needed to solve this system is obtained from 
(III. 2). One has to use the definitions of the Jost solu­
tions (and spectral data) of (D) and (K), (the reader 
may refer to Refs. 2 and 3 whose notations are em­
ployed here), to see that (III. 2) reads: 

I¢(k, x), 1jJ(k, x)! == W(1;(k, x),j(k, x»)(1/2ik). (III. 6) 

[The symbol! ¢, if!! denotes the determinant of the ma­
trix of the column vectors ¢ and 1jJ, and W(f, g) is the 
Wronskian of functions j and g.] By inserting now 
(III.ll into (III. 6), one gets a necessary condition to 
achieve (III. 2): 

(III. 7) 

Let us insert (III. 7) into (III. 4) and make use of (III. 3) 
to get 

'Jd[ - 2iE + v/ v + qv - r/ v 1 = const. (III. 8) 

Taking advantage of the fact that (III. 8) holds for E = ±, 

(that is, for ±E), we may write 

bd=l, v/v+qv-r/v=Z, (III. 9) 

where Z is an arbitrary constant. We have set bd= 1, 
which simply corresponds to an adjustment of a(k) in 
(III. 1). Hence (III. 3) gives 

(III. 10) 

A little algebra applied to the system (III. 4) and (III. 5), 
changes it into a Kramer system for a and c, the solu­
tion of which is 

a=v· 1/
2[-iE+Z/2+w] , 

c=v1
/

2[iE+Z/2+wl, 

where 

2w=qv+r/v. 

(III. 11) 

(III. 12) 

At this point, the mapping (III. 1) is completely deter­
mined: for given r and q, first solve the Ricatti equa­
tion (III. 9) for v(x);8 then obtain a, b, c, and d from 
(III. 10) and (III. 11). 

Inserting now (III. 1) into (D) with the above defini­
tions of functions a, b, c, and d, we are led to a Klein­
Gordon type equation for y(k, x): 

{a; + (k 2 + Z2/4) - (w2 - Wx - m 2) + (E + iZ/2liv/vL(k, x) 

=0. (III. 13) 

Jerome JP. Leon 966 



                                                                                                                                    

The final step of this proof consists of assuming that 
the potentials that appear in (III. 13), namely 

(III. 14) 

approach zero asymptotically. This implies in partic­
ular that v(x)~I. Thus we can see from Equation. 
(Ill. 9) that, in the case of q(x) and rex) going asympto­
tically to the same constant m, we have Z = 0, and 
(III. 13) is nothing but (K). We shall denote by 5' the 
transformation (r, q) - (U, Q) defined by (III. 9) for Z = 0, 
(III. 12), and (III. 14). 

To end this section, we give below the whole relation 
between YD and YK induced by assumption (III. 2), (the 
proof of the following statements can be found in Ref. 
4). (III. 2) implies that both (D) and (K) have the same 
bound states: 

(III. 15) 

a(k) I 
Cn,D=a(_k) C.,K· 

k=k 

(III. 17) 
n 

B. Connection of (D) and (K) with (S) 

It seems clear that. setting Q = ° and m = ° in (K), 
5ic must reduce to Ys ' The proof is not obvious and 
we work it out by using (D) as an intermediary (note 
that, for m = 0, (D) reduces to the Zakharov-Shabat 
system (ZS)9,10]. Writing (III. 16) and (III. 17) for m =0, 
and remembering that E = k for Re(k) "" 0, and E:::: - k 
for Re(k) <0, we find 

R~(k) = - R~(k), Ri,(k) = Rie(k) for Re(k) "" 0, m = 0, 
(Ill.18) 

R~(k) =R~(k), R;(k) :::: - Rie(k) for Re(k) <0, m = 0. 

But for Q = 0, the solution of 5' is r = q ,and we may use 
the results of Ref. 9 together with the particular pro­
perties of the spectral data of (ZS) induced by r=q 
[see Ref 10 formula (4.24), p.271], to get 

R~(k)=-R;(k) for all real k (and m=O). (III. 19) 

Therefore 

R~(k) = Rie(k) for all real k (and m = 0), (III. 20) 

and this reflection coefficient is nothing other than 
Rs(k). The same procedure holds for the transmission 
coefficient T K(k) and the normalization constants C.,K: 

T~(k)=TK(k)=Ts(k), ~=NK::::Ns, 

(Ill. 21) 

On the other hand, these statements lead to a connec­
tion between (ZS) and (S) spectral problems 

Corollary 1: for r = q, (ZS) is equivalent to (S) for 
the potentialll 

U=q2_ qx ' (III. 22) 

The corresponding relations among the spectral data 
are readily given by (III. 18), where one replaces RK(k) 
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by Rs(k). In contrast to the case r = - 1, (see Ref. 10, 
Appendix 3) the transformation (III. 22) is not singular. 

IV. CONNECTION OF INVERSE PROBLEMS 

A. Connection of IP for (D) with IP for (K) 

(D) and (K) having the same spectral data, and their 
potentials being related by ~, we may state 

Theorem 2: the solution of the IP for (K) consists 
in first solving IP for (D) and then obtaining (U, Q) 
from (r, q). 

The proof of Theorem 2 will be concluded if it is 
shown that the inversion equations (11.8) for (D) are 
equivalent to equations (11.13), (11.14), and (II. 15) for 
(K). For this purpose we look for a set of relations 
which connect the kernels K 1(x, y) and K 2(x, y) to the 
matrix kernel D(x, y) = (g! g~). This is done with the 
help of the definitions of these kernels from the Jost 
solutions of (D) and (K) respectively: 

1jJ(k, y) = [eikx + ~.~ dy D(x, y)eik]f i~ \( E
2
: k r!2 

\E+V (IV. 1) 

j(k, x) = F(x)e
ikx + r h dy [K 1(x, y) - EK2(x, y)]eik(IV. 2) 

We compute the quantity 

( 
2k ) 1/2 r, 

-i E+k- L(E+k+im)1jJ(-k,x)e ikx _(E+k-im) 

x 1jJ(k, x)e- ikx] 

on one hand with the help of (IV. 1), on the other hand 
through (III. 1) and (IV. 2). We use partial integration 
techniques to eliminate all the terms containing k as 
a factor, and keep in mind the fact that all the results 
are valid for E == ±. On calculating, we arrive at two 
sets of four relations which arise from a vectorial 
equation of the type 

A(x, x) + EEB(x, x) + f'~ dy cos(k(x -V»~ 
x 

~rA'(x, y) + EEB'(x,y)]=O, (IV.3) 

valid for all k and E. The solution is A=A'=B=B'=O, 
namely 

F(x) - iK2(X, x) = V(X(I!2, 

1v(x)F(x) + dJ(x) - Kj(x, x) - ia.,K,(x, u )L=x 

= v(x)j/2(m - Dj(x, x) - D 2(x, xl) , 

w(x)F(x) +dJ(x) -Kj(x, x) +ia.,K,(x, ll)L=x 

==v(x(I/2(m - D 3(x, x) - D 4(x, x» , 

Jerome JP. Leon 
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(nl - 8)(D t(x, y) + D2(x,y» 

=(a x + 1l'(x»K t(x, y) + i(m 2 - a~)K2(X, v) , (IV.5a) 

(IV.5b) 

Dt(x, V) - D 2(x, V) =Kt(x, y) - i(a x + u{x»K2(x, y) , 
(IV.5c) 

Dl(x, v) - D4(x, y) = - Kt(x, y)- ita x + 1t>(x»K2(x, y) . 
(IV.5d) 

It is obvious that the system (IV. 4a) and (IV. 4b), with 
v(x) =exp( - iI:~ dvQ(u», is nothing other than the sys­
tem (II. 14) and (11.15). The following step consists of 
replacing the D;'s by their expressions given by (II. B), 
computing the quantities a"K2(X, v) I.=x and Kt(x, x) from 
(IV.4c) and (IV. 4d), inserting the results into (11.13), 
and finally verifying that (11.13) holds. Therefore the 
system (IV. 4) is equivalent to the system (11.13), 
(11.14), and (11.15), which concludes the proof of 
Theorem 2. 

One could show, moreover, that the system of partial 
differential equations (IV. 5), together with the Cauchy 
conditions (IV.4), defines completely the relations be­
tween the kernels D(x,y) and K j • 2(x,y). Let us finally 
notice that for Q=O, (and thus for r=q) the system 
'IV.4c) and (IV. 4d) gives rise to the transformation 
(III. 22). 

B. Connection of IP for (K) and (0) with IP for (S) 

We now wish to show the following statement: 

Corollary 2: in the case of <1 and rn being zero, the 
IP for (K) reduces to the IP for (S). 

Proof: First, one can readily verify from (III.20) 
that the Fourier transform (I1I.10) of .5i reduces to 

(IV.6) 

Second, for ;,1=0, the solution of (11.14) and (11.15) is 

(IV.7) 

We now w rite the system (IV.4c) and (IV.4d) for r = q , 
that is to say, forD j (x,x)=D 4(x,x) andD 2(x,x)= 
D 3(X,x), and obtain 

(IV.B) 

Thus Eq. (II.13) reduces to (11.4). We now have to ver­
ify that the system (11.11) and (11.12) does become the 
Marchenko equation (11.3). K 2(x ,y) is the solution of 

K 2(x,y)+ f'~ duK 2(x,u)H:/..u+y)=0 fory >x, (IV.9) 
, 

with the initial condition (IV. 7). This solution is thus 
assumed to be12 

K 2(x,y)=0, (IV.lO) 

and Eq. (11.11) reads like (11.3) for S(x ,y) =K 1 (x ,y). 

V. THE INVERSE SPECTRAL TRANSFORMS 

We shall now discuss some consequences of the above 
results for the 1ST method. This method consists es-
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sentially of assuming that the initial data l say i!(.\ ,0)\ 
of a nonlinear evolution problem is the potential of 
some scattering problem (the form of the solvable non­
linear problem depends directly on the chosen scatter­
ing problem). One may then obtain the spectral data 
at I [see, for example, Eq. (V.B) belOW] and get [/(.\,1) 

through the inverse problem. Let us now recall the 
way 1ST works in the three cases considered. The IP 
for (S) allows us to solve the following nonlinear evolu­
tion equations (NEE)1.D: 

{at +A(S')oxr U(x,I)=O , (V.I) 

in which 1\(k2) is an entire function of k2 and S' is the 
operator 

Here and in the following, the operator / is defined by 
its action on a generic function f(x, J) as 

1t(x, t) = f~ dv f(.\' ,t) . (V.3) 

When using the results of IP for (K), one may solvez 

(
U(X ,t)) 

{il t +i\(W)0.r <1(x,t) =0 , (V.4) 

where A is now an entire function of EE and K + is given 
by 

S++~2 ) • 

Q -zQl 
(V.5) 

Finally, if one uses IP for (D), one will find the follow­
ing set of solvable NEE 3: 

( 
r(x,l)) 

{a t + A(D')o J (.) = 0 
- q ~\, I 

(V.6) 

1\ being an pntire function of EE and D' being defined by 

. ,_(Ox+2rIQ -21'/1') 
2lD - 2q/q -ox- 2qJy (V.7) 

There is not much to say about the connection be­
tween 1ST for (K) and 1ST for (D); the transformation ;J 

previously defined makes no explicit reference to the 
time dependence. There thus exists a one-to-one cor­
respondence betweeen solutions of NEE (V.4) and (V.6), 
especially as (K) and (D) possess the same spectral 
data, which both evolves according to 

{at + 2ikA(E)rR(k,t) =0, 0tT(k,/) =0, {at + 2iknA(EnJrC n(l) 

=0. (V.B) 

But we must pause a moment to look into the case 
<1=0 (or equivalently r=q), for indeed we shall prove 
that: 

Theorem 3: in the case (1=0, the 1ST formalism for 
the (K) eigenvalue problem remains valid only when 
A(E) is an even function of E. 

In order to see this, let us consider the NEE (V.4) 
for <1=0 and for A(E)=E 2N

•
j

; it reads 

(V.9) 
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which leads to 

(V.10) 

Therefore U(x, t) does not evolve in time, which proves 
Theorem 3. 

Furthermore, in the case m =0, when A possesses 
an odd part (say Ao) the relation (III.20) does not hold 
anymore for t * 0; indeed we have 

(V.ll) 

One can thus readily find out that the Marchenko 
equations (II.ll) and (11.12) have no solution, since 
(V.l1) implies that (IV.6), and thus (IV.10), are no 
longer valid. 

Note that Theorem 3 becomes readily understandable if 
one takes account of the fact that the procedure of in­
version for (S) works with A as an entire function of 
k 2

, that is, and even (entire) function of k. 
Another argument for completing the proof of Theo­

rem 3 can be found in the study of particular solutions 
of NEE (V .6), named solitons, obtained by assuming 
that the input data (r(x,O),q(x,O» possess a set of 
spectral data reduced to a discrete spectrum only. The 
derivation of such a soliton solution is given in Ref. 
3, the result of which is: 
for Ro(k) =0, N;=N"D= 1, k:. D =k~.D =iu ,(0 < u < m), 
C~(O)=-C"D(O)=C, we found 

) 
_ (1I/E + i) exij 2uAot]+(u/£ - i) exp( - 2uAotl 

q(x,t -m -211 h[2 ( At')] , cos u x - Xo - e -It 

(V.12) 

, _ (1I/E - i) exr{ 2uAot] + (u/£ + i) exr{ - 2uAot] 
r(x,t)-m-211 h[2( At)] cos u x- Xo - e -A 

(V.13) 

where E2 =m 2 
- u 2 and A == (1/211) In(C /2u). It is clear 

from (V.12) and (V.13) that to get r=q one must set 
Ao=O. 

It will be of interest to compare (V.12), as an example 
for A = -4E", solution of the modified Korteveg-de 
Vries equation: 

(V.14) 

to the corresponding solution of equation (V.4), which 
reads in that very case: 

(V .15) 

The interest in such a comparison is that, for the 
above chosen set of spectral data, q(x, t) given by 
(V.12) is a soliton that comes back (often called boom­
eron14 ). But the Korteveg-de Vries equation (V.15) is 
known not to possess reflected solutions and thus the 
transformation (III.22) will change a boomeron into 
a soliton. Let us now compute this soliton solution of 
(V.15); we shall not repeat the procedure, which is 
exactly the same as in the (5) case l with the only dif­
ference being that A(E) is now _4(m 2 _u2

) in spite 
of 4//2

• Nevertheless, one may pay attention to the re­
lation between C; and C ~ induced by the assumption 
C~(O)=-CD(O). Using definition of the normalization 
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constants C (see for example Ref. 2), and the relation 
(1II.16), one shows that 

C ;(O)/C 0(0) = -C ;(O)/C ~(O) , (V.16) 

and therefore 

(V.17) 

This is the expected result. Indeed, the same argu­
ments as those employed in the proof of Theorem 3 
lead us to choose a set of spectral data so that the sys­
tem of Marchenko equation (n.ll) and (11.12) does 
reduce to (n.2), that is to say, so that (IV.6) holds. 
For the given set of spectral data, the relation (V.17) 
is the condition which ensures that (IV.6) holds. 15 

The solutionof(V.15) is, finally 

(V.1S) 

where A' =(1l2u)ln(C'/2u), andC' is the normalization 
constant (V.17). For m = 0, one finds the one-soliton 
solution of the KdV equation. The rn 2 term simply cor­
responds to a translation of the coordinate system at 
speed 4m 2

• can be verified directly on (V .15): by 
setting 

0T=Ot -4m 20., (V.19) 

one gets the usual KdV equation for U(x, 7).16 

1 For the one-dimensional IP see L. D. Fadeev, Dok!. Akad. 
SSSR 121, 63 (1958), and also Z. S. Agranovich and V. A. 
Marchenko, The Inverse Problem of Scattering Theory (Gor­
don and Breach, New York (1963); for the associated 1ST, 
see C. S. Gardner, J. M. Greene, M. D. Kruskal, and R. M. 
Miura, Commun. Pure Appl. Math. 27, 97 (1974). 

2The IP is solved in J. JP. Leon, Lett. Nuovo Cimento 29, 
45 (1980) and the 1ST in J. JP. Leon, Nuovo Cimento 28, 
107 (1980). 

3J. JP. Leon, J. Math. Phys. 21, 2572 (1980). 

4J. JP. Leon, Lett. Math. Phys. 5,1 (1981); for the m=O 
case, see M. Jaulent and I. Miodek, Lett. Nuovo Cimento 20, 
655 (1977). 

51n Ref. 3 we studied the more general case r( x) ..., r' and 
q(x)...,q*, with the constraint r>q+=r-q-=m2. We shall not 
work here with this generalization, which would unnecessarily 
complicate the results. 

6This problem is partially solved in the radial case by M. Gasi­
mov and B. M. Levitan, Dok!. Akad. Nauk. SSSR 167 (1966). 

7For the case Q=2V and U=-V2, see R. Weiss and G. Scharf, 
Relv. Phys. Acta 44, 910 (1971), and H. Cornille, J. M'lth. 
Phys. 11, 79 (1970). 

8The technique of solution of (II.9) is given in Ref. 4. 
9The complete relation between Jost solutions and spectral 
data of (0) with m = 0 and (ZS) problems is given in the un­
published work by J. JP. Leon, "These de Doctorat de Troi­
sieme Cycle," U. S. T. L., Montpellier (June 1978). 

10M. J. Ablowitz, D. J. Kaup, A. C. Newell, and R. Segur, 
Stud. App!. Math. 53, 249 (1974). 

l1Reiation (III. 22) is, for m = 0, the Miura transformation, 
R. M. Miura, J. Math. Phys. 9, 1202 (1968). 

12As said before, we always suppose that such Fredholm equa­
tions ras (IV. 9) I, have a unique solution. 

13A general survey of the theory of IST may be found in M. J. 
Ablowitz, Stud. App!. Math. 58, 17 (1978). 

14This denomination has been introduced by F. Calogero and 
A. Degasperis, Nuovo Cimento 39 B, 1 (1977). 

15These arguments are in fact the a posteriori reason why we 
chose C+(O)=-C-(O) in Ref. 3. 

1 GThanks are due to Dr. J. C. Fenande z for valuable comments 
concerning this point. 

Jerome JP. Leon 969 



                                                                                                                                    

Symmetries and the Dirac equation 
w. -H. Steeb 

Universitiit Paderborn. Theoretische Ph)'sik. D-4 790 i'adcrbortl, West Gerlllanl' 

W. Erig and W. Strampp 

Universitiit Paderborn. Fachbereich Mathematik, D-4790 Paderborn, West Germani' 
(Received 15 July 1980; accepted for publication 3 October 1980) . 

A new class of symmetries are given for the Dirac equation without external fields, We consider the two cases 
of massive and massless particles. 

PACS numbers: 02.30Jr, 11.l0.Qr 

1. INTRODUCTION 

It is convenient to divide the class of transformation 
groups in Lie tangent transformation groups1 and Lie­
Backlund tangent transformation groups.2 In a previous 
paper3 one of the authors has investigated Lie-Backlund 
tangent transformation groups for Maxwell's equations 
in the absence of sources. The infinitesimal operators 
have been given. 

In the present paper we investigate the Dirac equation 
without external fields and infinitesimal symmetries. 
We consider three cases: the Dirac equation without 
rest mass, the Dirac equation with rest mass, and the 
Dirac equation with a nonlinearity ~(~!lj!). 

It is well known that the Dirac equation with zero rest 
mass admits the 15-parameter conformal group which 
contains the la-parameter Poincare group. In the fol­
lowing such transformations (sometimes called trans­
formations of geometrical type) are not considered. 
Rather we study infinitesimal symmetries of the type 
~illj( cp)a /0 CPi' where cPj(x) (i = 1, ... , m) denotes the 
field under consideration and x=(Xp X2,X3,X4) (x4=cl). 
Moreover, we consider Lie-Backlund tangent trans­
formation groups. 

2. DIRAC EQUATION WITH VANISHING REST MASS 

The Dirac equation with vanishing rest mass is 
given by the following linear system of partial differen­
tial equations: 

1 

I) _a_(Yk i/J) - in~(Y.i/J) =a, 
k j aXk ax. 

(2.1) 

where x. = ct and i/J = (i/Jv ~2' i/J3' ~J T (T means transpose). 
Yl' Yz, Y3' and Y. are the following 4x4-matrices 

a a a -i a a a -1 

a a -i a a a 1 a 

Y1= a i a a Y2 = a 1 a a 

a a a -1 a a a 
(2.2) 

a a -i a 1 a a a 

a a a a 1 a a 

Y3= a a a y.= 
a a -1 a 

a -i a a a a a -1 

From Eq. (2.1) it follows that 

(2.3) 

Let x=(xV X2'X3,X4). Since I/!k(X) (k=1,2,3,4) is a 
complex quantity we put :Mx) =uk(x) +ivk(x), where uk(x) 
and vk(x) are real fields. Then we obtain the following 
coupled system of eight linear partial differential equa­
tions 

-aU4/ax1 - av/ax2 - aU3/ax3 - au/ax. =a, 

-aU3/ax1 +av3/ax2 +au./ax3 - aU 2 /ax4 =a, 

aU2/ax1 +av2/ax2 +au/ax3 +au3/ax4 =a, 

au/ax, - a V1/8x2 - aU2/ax3 + aU4/ax4 = a, 

-8 v/ax1 + au/ax2 - aV3/ax3 - a v/ax4 = a, 

-av3/ax, - 0113/8 x;, +aV4/ax3 - aV2/ax4 =a, 

av2 /ax, - aujax2 +av/ax3 +av3/aX4 =a, 

a v/ax, +au/ax2 - av2 /ax3 +a v4 /aX4 = a. 

(2.4) 

The method for investigating the infinitesimal symme­
tries has been described by one of the authors.3 Fol­
lowing Dieudonne4 we cast the system of partial differ­
ential equations into an equivalent set of differential 
forms, where we put: 

aUj/axj - Pij 
, (i,j=1,2,3,4) 

OI'j/aXj - qij • 
(2.5) 

Consequently, for the investigation of infinitesimal sym­
metries we consider the following differential forms: 

F,(P'I>'" ,P44 , qll"'" q44) =- P4, - (j42 -P33 - P14 , 

F 2 (· •••••••••••••••••••• ) = - P31 +q32 +P43 - P24' 

F3(·····················) =P21 +q22 +P13 +P34 , 

F 4(·····················) =Pll - q12 -P23 +P44 , 

F 5(········· ............ ) = -q41 +P42 - q33 +(j14' 

F 6 (· •••••••••••••• " •••• ) = -q31 - P32 +q43 - q24' 

F 7 (······· •••••••••••••• ) =q21 - P22 +q13 +q34' 

Fa(' ............ , ....... ) =(jll +012 - P23 +(j44 , 

(2.6) 

Ci i =dU i - p j1dx1 - Pi2dx2 - Pi3dx3 - p j4dx4 (i = 1, ... ,4), 

{3j =dvj - qUdX1 - qj2dx;, - (jj3dx3 - qj4dx4 (i = 1, ... ,4), 

and rlFl"" ,dFa,dCil"" ,d~J4' 
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For investigating the symmetries we consider the 
following vector fields (infinitesimal generators): 

ZI = t (Uk_o-+Vk~) , 
k _ J \' oUk a Uk 

The following theorems can easily be obtained by 
calculating the Lie bracket of the vector fields Z, 
(i=1, ... ,8). 

Theorem 1: The vector fie Ids ZI" .. , Z8 form a 

(2.7) 

basis of a nonabelian Lie algebra under the Lie bracket. 
The center is given by {Zu Z8' o}. 

Theorem 2; The vector fields Z u Z2' Z5' Z6 form a 
basis of a nonabelian Lie algebra under the Lie bracket. 

Consider now the quantity ~ 1 P and the vector fields 
Zu ... , Za' :/! 1 if; is a real quantity, i.e., 

• 
ijJtijJ"'L(U] +1';). 

J ~ 1 

Let Lv(' ) denote the Lie derivative of a differential 
form with res pect to a vector field V. 

(2.8) 

Theorem 3: The quantity if; t i/J is invariant under the 
vector fields Z2' Z3' Z., Z8' 

Proof: A straightforward calculation shows that 

Lz.~tif;=O (i=2,3,4,8). 
• 

(2.9) 

Theorem 4: The vector fields Z2' Z3' Z4' Z8 form a 
basis of a nonabelian Lie algebra under the Lie bracket. 

The once-extended vector fields2 of Zu ... , Z8 are 
given by (compare Appendix) 

4 • 

21 = ZI + L2: (Pki ~po +qk}~) , 
J"l hI U ki uqki 

4 4 

22 = Z2 + LL (Pki OqO -qkj opO .\ , 
, = 1 k - J ~ kJ hJ ) 

4 

23 = Z3 + h [0 lf P:i -!J2} P~l ) + (-P3i O;4i + P41 o;J 
+ ( -q Ii oq:J +q2i Oq:J + (q3i oq:i -q4j Oq:JJ ' 

Z4 = Z4 + t [(Plf OqO . -q2i opo ) + (qli ~pO - P2i-!-\ 
1 '~2' IJ \ v 2j uq 1J ) 
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(2.10) 
Calculating the Lie derivative of the differential 

forms given by Eq. (2.6) with respect to the vector 
fields given by Eq. (2.10), we find that the Lie deriva­
tives are always elements of the differential ideal gen­
erated by the set {F1 , ••• , F 8. ai' ... , a 4 , f31 •••• , f3J. Con­
sequently, the Dirac equation without rest mass is in­
variant under the infinitesimal generators ZI1 ... , Z8' 
The transformation groups associated with the infinites­
imal generators Zu ... , Za are given by the Lie series 

(2.11) 

The space under consideration is R '. Since the autono­
mous system of differential equatLUns associated with 
the vector fields Zu ... , Z8 are linear it follows that 
the vector fields are complete. For example, Z2 is 
associated with the transformation group (" duality 
rotation") 

(11~ _ (COSE -sinE\ (zl i) , 
I.) SInE COSE)\I'. (2.12) 

where i = 1, ... , 4. 
There are two points to be made. 
Point 1: In order to obtain the linear symmetry gen­

erators Zu' .. ,2a we make the general Ansatz 

(2.13) 

where aii' bu ' ciJ,d'l ( R Then we calculate the once­
extended vector field Z (compare Appendix). To obtain 
the linear symmetry generators we require that 

LzFiE:(FlO ... ,Fa>, 
(2.14) 

and so on, where ( ... > denotes the differential ideal 
generated by { ... r. The coefficients ai i , ..• , d il are 
determined by the Eqs. (2.14). Equations (2014) can be 
solved and we obtain the vector fields 21' ... , Z8' 

Point 2: We mention that the symmetry generators 
2 1 , .•. , Z8 can also be obtained by applying an approach 
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described by Harrison and Estabrook. 5 They discussed 
briefly the massless Dirac equation written as a set of 
eight 3-forms in the field variables. 

Consider now infinitesimal generators which are as­
sociated with the Lie-Backlund tangent transformation 
groups. We consider the vector fields 

V(jj) -F (p q )~ - ill'··· 1 44 , au} 
(2.15) 

Tv (ij) - L' (P )_a_ 
-ri 11,···,Q44 , 

av; 

where i=I, ... ,8 andj=I, ... ,4. F 1(P1P ••• ,q44)' ..• , 
Fs(P w . .. ,q44) are given by Eq. (2.6). The calculation 
of the Lie derivatives of the differential forms 
Fp ... ,Fs,a p '" ,f34 with respect to the vector fields 
V(ij) and W(ij) tells us that the vector fields V(ij) and 
W(i}) are infinitesimal generators which leave invariant 
the Dirac equation without rest mass. The Lie Back­
lund tangent transformation groups can be obtained 
by infinite extension of the infinitesimal generators. 
Finally, we notice that the commutators [V(ii),ZkJ and 
[W(ii),zkl are elements of a vector space V, where 
k = 1 .... ,8 and V is the vector space with the bas is 
{V(i), W(ii)}. 

3. DIRAC EQUATION WITH NONVANISHING REST 
MASS 

Consider now the Dirac equation with rest mass mo 
written as 

(3.1) 

Introducing the dimensionless quantity 

xk=mOcxk/n, (k=1,2,3,4), (3.2) 

we obtain 

(3.3) 

In the following the bar is omitted. Again we put <J;k(X) 
= uk(x) +ivk(x) and find as above a linear system of eight 
coupled partial differential equations. In contrast to 
the Eq. (2.4) now not only the derivatives of the fields 
uk(x) and 1!k(X) occur, but also the fields uk(x) and vk(x). 
Thus we must study the following differential forms: 

F l(UI> ••• , 1!4' P l1 , ••• , q44) = -P41 - q42 - P33 - P14 + VI' 

F2(····················)=-P3J+q32+P43-P24+V2' 

F3(····················) =P21 +q22 +P 13 +P34 +V3' 

F 4(····················) =P ll - q'2 - P23 +P44 +V4' 

F
5
(· ••••••••••••••••••• ) = -q41 +P42 - q33 - q14 - u1 , 

F
6
(· •••• , •••••• " •••••• ) = -q31 - P32 +q43 - q24 - U 2 , 

F
7
(·· ••••••••• '" •••••• ) =q21 - P22 +q13 +q34 - u3 , 

F s( .................... ) = q I) + P 12 - Cf23 + q 44 - U4 , 

(3.4) 

(]I p ••• ,(34 are given by Eq. (2.6). We may well ask 
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which vector fields given by Eq. (2.7) and (2.10) leave 
invariant the differential forms written above. By cal­
culating the Lie derivatives of the differential forms 
given above with respect to the vector fields 2 1 , ••• ,2"s' 
we find that the Dirac equation with rest mass 1110 is in­
variant under the vector fields Zl' Z2' Z5' Z6' Again in­
finitesimal generators which are associated with Lie 
Backlund tangent transformation groups can be given at 
once, namely 

V(ij) = F i (l.l p ••• ,q44)a/aU}, 

W(ij) =F;(u p '" ,q44)a/av j , 
(3.5) 

where i=I, ... ,8 andj=I, ... ,4. FI(u IJ ••• ,q44)"'" 
F s(u p ••• ,q 44) are given by Eq. (3.4). The calculation of 
the Lie derivatives of the differential forms F I , •.• ,Fs ' 

fl!]> ••• ,(34 with respect to the vector fields Vii;) and 
W(I}) shows that the vector fields V Cii ) and W(;}) are in­
finitesimal generators which leave invariant the Dirac 
equation with rest mass. 

4. NONLINEAR DIRAC EQUATION 

Let us study the infinitesimal symmetries of the 
Dirac equation with a nonlinear term. We add the non­
linear term <J;(q;<J;) to the left-hand side of Eq. (3.3). 
Then we obtain the nonlinear Dirac equation 

3 

L: a~ (Yk.J!) - i .,~ (y 4<J!) +.J! + <J!(~<J;) = 0 , (4.1) 
k~l X k uX4 

where q; = (1/1, <J!t, -1jJ3, -<J;t). Again let us put <J!k(X) = Uk (X) 
+ivk(x). We then have a coupled system of eight nonlin­
ear partial differential equations. 

Now we should ask whether the nonlinear Dirac equation 
obtained in this way is invariant under the vector fields 
given by Eq. (2.10). A straightforward calculation 
(again we have to calculate the Lie derivative) leads to 
the following theorem: 

Theorem 5: The nonlinear Dirac equation given by 
Eq. (4.1) is invariant under Z2" 

APPENDIX 

In order to consider the infinitesimal symmetries, 
we need the once-extended vector field. I Let 

Then the once-extended vector field is given by 
(arp/ axJ - Pij), 

V=V+ t t[iJ1)i + ~~P - f'~p. 
j-li) ax} Hacpk kj Max j tk 

t~a~k ] a - ~-a,;.. P)JPik -P . 
ollq 'f') a il 

Consider an important special case. Let 

Then, a special case, we have (n = 4, m = 8) 

4 S ( s W=W+LL L~PkJ _a_. 
j Ii=) k-1 apk ) aPij 
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For the present case, we have 1>1=UI (i=1,2,3,4), 
<PI=Vj (i=5,6,7,8), and P4d,=Qlj (i=1,2,3,4)o Let 

a 
X= :p~-. 

a <PI 

Then 
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Some spectral properties in algebras of unbounded operators a) 
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Some aspects of spectral theory in algebras of unbounded operators are studied. After having 
pointed out the pathologies of the spectral behavior of these operators we give a sufficient 
condition in order that a self-adjoint operator admit a spectral decomposition with spectral 
measure with values in the same algebra. Some examples illustrating the developed ideas are 
given. 

PACS numbers: 02.30.Th 

1. INTRODUCTION 

In recent years many authors have devoted their atten­
tion to the study of algebras of unbounded operators, 
both from the mathematical point of view and for appli­
cations in quantum physics [see, for instance Refs. 1-6; 
we indicate it with the symbol C:n and other authors with 
the symbol L (':l))]. 

This algebra, which consists of the class of operators 
everywhere defined in a pre-Hilbert space SD, having 
everywhere defined adj oints [equivalently, continuous 
with respect to the weak topology induced by the maps 
cp ~ (cp, I/J), I/JE:DJ. shows some analogy with the well­
known algebra B(.p) of all bounded operators in Hilbert 
space.p. to which C'i) reduces when '.i) is chosen to be 
complete. For instance, it has been proved that a ma­
trix representation for the operators of C':!) can be made, 
in strict analogy to what holds true for bounded opera­
tors in Hilbert space. 7,8 

The algebra C':!) seemed to be the best candidate for 
unbounded representations of algebras which cannot be 
represented with bounded operators (for an example see 
Ref. 9, Sec. 6, Theorem). The theory of unbounded 
representation of *-algebras has been the subject of 
many interesting papers (see, for instance, Refs. 6 and 
10) in view of its applications in quantum field theori 
and in theory of Lie algebras.' 

Our problem is to see if it is possible to find other 
analogies between Cll and B(.p). In this paper, we ex­
amine, in particular, the spectral behavior of self-ad­
joint elements of C'IJ, that is we investigate the possibil­
ity of doing a spectral decomposition of these operators, 
in the sense that the spectral family associated with 
them, when it exists, takes its values in the same alge­
bra C t; (in this case we say that the operator is "'.i)­
spectral"). 

This problem has a well-known solution when the op­
erators are completely continuous (see, for example, 
Ref. 11 n. 93). This depends on the fact that the eigen­
manifolds of a compact operator, being finite dimen­
Sional, are all orthocomplemented also in pre-Hilbert 
space. But for noncompact operators many pathologies 
arise as a consequence of the fact that not all closed 

alWork supported by C. R. R. N. S. M-Istituto di Fisica dell' 
Universit3. di Palermo, Palermo, Italy. 

subspaces of a pre-Hilbert space ~ admit a projection 
operator in '.i) (see Ref. 12). Furthermore notice that, 
with a suitable definition of spectrum, the spectrum of 
a self-adjoint operator of C 1) may fail to be all real. 

In this paper, after having introduced suitable topolo­
gies in the pre-Hilbert space ll. we examine some 
properties of the spectrum of self-adjoint elements of 
Ct;. Finally we give a sufficient condition for the "ll­
spectrality" of a self-adjoint operator of C'IJ; this condi­
tion is automatically satisfied in B(.p). 

We illustrate the developed ideas by means of some 
examples, 

2. NOTATION AND PRELIMINARY DEFINITIONS 

Let SD be a scalar product space. We will denote with 
C'IJ the *-algebra of all linear operators in II which have 
an adjoint in ~; or, equivalently, the *-algebra of all 
a('.i). '.i) )-continuous operators. The u(ll. ll)- topology is 
understood to be that defined by the seL d t seminorms 

We will denote with b'IJ the subalgebra of all bounded op­
erators of Ct;. 

We will denote with .p the Hilbert space which is the 
completion of ~ in the norm- topology, defined in the 
usual way by the scalar product. 

Then C':!) can be understood to be the set of all closable 
operators A in .p having ~ as a dense common invariant 
domain and such that A *(~)<::::~. The involution in Ct; is 
then defined by A ~ A + with A' =A */~. 

If S is an operator in.p with D(S) we indicate its do­
main and with 5 its closure in .p 

With.sz1 C1) we will mean that .if is an involutive sub­
algebra, with unity, of C,:!), (Some authors say, in this 
case. that .r.:11S an op*-algebra.) 

It q) SC,:!), we will indicate with q)' the weak commutant 
of JiJ. 1. e., the set 

.:::8' = {B E B(.p) : (S' cp, bl/J) = (<p, BSI/J) ':/<P, z/iE'.i) '11 SE.~}, 

The commutants of higher order are defined in the usual 
way in B(.p); for instance, 
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If iiJS Cx;, with the notation [iiJ] we mean the subalgebra 
of C;n generated by iiJ. When iiJ == {A} we will write lA] 
instead of [fA}]. 

3. d-TOPOLOGIES, RESOLVENT, AND SPECTRUM 

Definition 1: Let SiI ,,;Cx;. We say that ~ is endowed 
with the d-topology, if the topology in ~is defined by 
the set of seminorms 

{.p -IIA<pII/AE.#}. 

Remark: The fact that lEd implies that the .nf- topolo­
gy is, generally, finer than the norm topology. 

If every operator AE.nf is bounded then the .nf- topology 
coincides with the norm topology. Particularly, if ~ is 
complete under the norm topology, we have Cx; = B(.p) 
and then alld-topologies coincide with the norm topolo­
gy. 

Definition 2: Let.# $., Cx;. Let 

~*= n D(A *). 
AEd 

We say that ~ is .#-self-adjoint if ~ * =~. 

Proposition 3: If d sCx;, the following propositions 
are equivalent: 

(i) ~ is complete under the d-topology. 

(ii) ~ = n D<A) 
AEd 

PrOOf: It follows from Ref. 10, Theorem 1, n. 4, 
and from the fact that .,1, being an op* -algebra, is di­
rected, that is, \fAj)A2E.nf there is A3E.nf such that 
max{JIA!<pII, 11A2.p11},,;11A3<PII, \f.pEi/fl. See, also Ref. 3 
Lemma 3.2. 

We will now prove the following: 

Proposition 4: Let .rf·;C x;. If'D is d-self-adjoint, 
then 'D is complete under the.nf- topology. 

PrOOf: We have, in fact 

~ f:; n D<A) = n D(A + ) f:; n D(4 *) =~* ='I) . 
AEd AEd AEd 

The statemeilt follows from Proposition 3. 

Because of the fact that Cll is an algebra it should be 
very natural to give the definition of resolvent set of an 
element TE C'i) in the usual algebraic way. But, as 
Schaefer in Ref. 13 has pOinted out, this definition, in a 
locally convex algebra, is of little use, in contrast with 
what happends for Banach algebras. Also in our case, 
the algebraic definition does not allow us to obtain for 
the resolvent set (and hence for the spectrum) of an op­
erator of C'i) properties analogous to those which hold 
true for an element of the algebra B(.fi) of all bounded 
operators in Hilbert space .fi. We will then give the fol­
lowing definition. 

Definition 5: Let TEC;n. we call resolvent set of T 
the subset of the complex field C 

p(T)={;\EC: there exists (T_~.l)-IEBx;}. 

As usual, we call spectrum of T the set aCT) =C - p(T). 

Remark: If'D is complete in the norm topology, then 
the above definition coincides with the algebraic one, as 
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it is easy to see. 

The resolvent set (and hence the spectrum) of an op­
erator of Cx; has a behavior very different from that of 
an operator of B(.fi). For instance, the spectrum of a 
self-adjoint element of Cx; may fail to be real (i. e. , 
aCT) !tR) whereas, as it is easy to see, eigenvalues (if 
they exist) are all real. We consider, in fact, the fol­
lowing example. 

Let ~ = {fEL2(R) : f(x) =p(x)exp(- x2/2),p(x) polynomi­
al} and let T be the operator defined by 

T :f(x)E '1)- xf(x)E 'D. 

If A EC, the operator T - AI is defined by 

(T - Al)f(x) = (x - A) f(x) • 

This operator, 'V AEC, is not "onto" in 'D. Indeed, if 
we suppose that it be, then any polynomial over the 
complex field could be written in the form 

p(x) = (x - A)q(X) , 

with q (x) a suitable polynomial. This is not obviously 
true. Then, in such a case, p(T) = 1> and aCT) = C. 

Definition 6: Let TECx;, we call resolvent function 
R). of T the map of C in the set of linear operators in 'D 
defined by 

R), = (T- AIr! 

whenever this inverse exists. In general, the resolvent 
set p(T) of T is a proper subset of the domain of the 
function R).. 

For completeness we report some proposition which 
can be easily proved. 

l-roposition 7: Let TECx;, p(T) its resolvent set and 
R). its resolvent function. We have 

(i) If AEp(T) then XEp(T+) and then p(T+) =p(T). 

(ii) "f~, /lE p(T) we have (Hilbert relation) 

R), - R", = (A - J.L)R),R", • 

(iii) 'V A, /lE p(T) 

R),R", =R",R).. 

(iv) If T= T+ all eigenvalues are real. 

(v) If T = T" the number A is an eigenvalue of T if, 
and only if the a('Il. 'Il)- closure of the range ~ T(A) of the 
operator T - AI is different from 'Il i. e. , 

'-"T(A)W;O'Il 

If we assume that'Il be complete in a suitable stI- topol­
ogy, it is possible to find properties of the spectrum of 
an operator of Cx; analogous to those which hold true for 
the spectrum of a bounded operator in Hilbert space. 

Theorem 8: Let TECx;. If there is an algebra s1~ 
such that 'Il is complete in the .#-topology and [TJ"S.cY", 
then the spectrum aCT) of the operator T is closed. 

PrOOf: We will show that peT) is open. For AoEp(T) 
we have 
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For 6 such that 0 6' E-IIIR~oll-1 with E> 1, we have for 
lAo - A I 6 and 4? E:l) 

11(1'- Af)4?II'II(1' - Ao1)cplI- 6114?11 > (1- E-l~IRx 11-1 14?11. o 
Then A is not an eigenvalue of I' and the operator l' - AI 
has a bounded inverse. It remains for us to prove that 
this inverse is everywhere defined and invariant in :i) or, 
equivalently that 'dijJE 'Il there is, in 'Il. a solution of 
the equation 

(1' - A1)4? = ~, . 

Letting 'lin = L:~o I (A - AO)H R~o</J, we prove that {4?n} is a 
Cauchy sequence in the d- topology. In fact, if A E.d. 
fromRkAE[Tj"~st1' kEN, it follows that 

x t EI-k_O when m,n-oo. 
k'm'l 

For the completeness of'll in the .01_ topology, there ex­
ists 4?E'll such that 

<P = t; (A - Ao)n-I R~o ijJ • (1) 

Finally, we show that cp=R~ijJ. From (1), which holds 
true, also in the a('ll 'lll- topology, with respect to which 
T - AI is continuous, we have 

-t (A-Ao)nR~oijJ=ijJ· 
n- 1 

The statement is proved. 

In the proof of the above theorem we have, implicitly, 
shown that 

Corollary 9: In the hypothesis of preceding theorem, 
for every AoEp(T) the function A - Rx</J admits the fol­
lowing development in power series 

R '/' - R J) + (A - A )R 2 ~,+ (A - A )2 R3 I/J + ... n - xo ' 0 Xo 0 Xo 

for all A such that IA-Aol<IIRx II-I and'dJ;E'll. 
o 

4. SPECTRAL BEHAVIOR OF :D-SELF-ADJOINT 
OPERATORS 

In the sequel, an operator TEC:v is said to be 'll-self­
adjoint if 1'= T'. 

Dc(inition 10: Let I' be a :l)-self-adjoint operator. 
We say that I' is :l)"spectral 

(i) if there is a unique self-adjoint extension I' of I' to 
.p. 

(ii) if {E~}:: is the spectral family associated with T 
then 
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We examine, first, the question of the existence of a 
self-adjoint extension of the operator T. 

A :l) -self-adjoint operator I' may be regarded as a 
symmetric operator in .p and the theory of the existence 
of self-adjoint extensions of symmetric operators in 
is well known (see, for instance, Ref. 11 n. 123) and it 
is also known that an essentially self-adjoint operator in 
.p has a unique self-adjoint extension (see Ref. 14, Sec. 
VIII. 2). 

Let us give a sufficient condition in order thal a ':t­
self-adjoint operator of Cx, be essentially self-adjolllt in 
.p, this condition can be very useful in some cases. 

rroposition 11: Let I' be a 'll-self-adjoint operator. 
If the complex number i is an element of p(T) then l' is 
essentially self-adjoint in .p 

Froof: The operator I' is symmetric in .\;1 and we 
know that a symmetric operator l' defined in .p is es­
sentially self-adjoint if and only if (see Ref. 14, Sec. 
VIII. 2, Corollary) 

Ker(T* ± iJ) = {O}. 

We suppose that iEp(I') and Ker(I'* ± if) oF {O}. But in 
this case there exists 4?E.p such that 

T*cp+i4?=O, 

then - i is an eigenvalue of T* and therefore (1' - il)-I 

does not belong to li (.p I and consequently to L':[. This 
contrasts our hypothesis. 

We now give the condition that an operator TEC,:[ be:l) 
-spectral. 

LClllma 12: Let .01 C,:[. If.p is ,cl-self-adjoint and S 
is an operator in.p such that D(S)::;::l) and'dAE.c/ 

(A'cp, SijJ) = ({!,SAlJ) 'd),J;E:l) 

then S(SD) ~ 'l!. 

Proof: From (2), using Schwartz's inequality, it fol­
lows that 

1 (A '.p, SI/J)I , KII{!II, with K=IISAJ:II, 

then S</JED«A ')*) 'dAE .c/. i. e. : 

SJ)E n D«A')*l= n D(A*)=:l)*=:l). 
AEd AEd 

From the arbitrariness of J;E':t, it follows S\:l).c; ':t 

Theorem 13: Let 1'E C;: be a :i)-self-adjoint operator. 
such that the following conditions be satisfied: 

(a) T has a unique self-adjoint extension to .p, 

(b) There exists an algebra ,cl C-r such that IT]''c;,c/'. 
and:l) be ,(/-self-adjoint. 

Then T is a 'll-spectral operator. 

Froof: We indicate with T the unique self-adjoint ex­
tension of I' to.p Let {EJ be the spectral family of j­
in .p, that is 

Tcp = t AdExcp, 'dJ!Eu(i). 

We will prove that ExE IT]''. Let bE 11'1', then by defi­
nition of Sec. 1, 
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(TyJ, B</I) == (<{J, BT</I) , tN, </IE ;!). 

It follows easily that 

«T - iI)"lcp, B</I) == (yJ, B(T + iJ)-I</1) Vcp, </IE;!). 

For the boundedness of the operators (T ± iJ)-I, the 
above relation can be extended in all,p and then 

B(T + m-1 = (T + iI)"IB . 

Hence B commutes also with T + if and then with t, 
i. e. , 

BtS TB. 

It follows that E~E IT)''S sf'. 

Then 

By Lemma 12 it follows that 

E>.('!)C:;;:;!), VAER. 

The conditions given in the above theorem are, clear­
ly, very strong, but we can give some examples of op­
erators of C'i) which are :D-spectral (see Appendix). 

Remark: All conditions given in Theorem 13 for the 
'!l-spectrality are automatically satisfied, if '!l is com­
plete and hence C'i) = B(,pJ, for a self-adjoint operator of 
B(,p}. In fact, in this case, for any subalgebra sf of 
B(,p}, the .c1-topology coincides with the usual norm-to­
pology. 

Theorem 14: Let T be a '!l-self-adjoint operator. 
Suppose that there is an algebra sLC such that [TJ" <: 

.c1 ' and'!l be d-self-adjoint. Then, if T has a self-
adjoint extension t to.p, aCT);;;; R. 

rroof: Let AE C - R, then the operator (T - Al)"IE 
B(.p,1 exsists. We prove that it is invariant in :D. 

Let BE[TJ'. In an analogous way to that of Theorem 
15, we can prove that 

BT=TB 

and hence (T - AI)-I commutes with B. Then eF - AI)-I 
E[T)":.,.sf·. 

The statement follows from Lemma 12. 
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APPENDIX 

Let us give some example of '!l-spectral operators of 
C~. 

It is easily seen that '!l is a dense proper linear mani­
fold of L2(R). Let T be the operator defined by 

(7'{)(x) =xf(x) , V fE:D. 

It is clear that T is '!l-self-adjoint. 

With easy considerations can be stated that (j(T) ~ R, 
because for any complex nonreal number A the operator 

977 J. Math. Phys., Vol. 22, No.5, May 1981 

(T - >"1)-1 is an element of B'IJ' 

We choose d=lTJ. It is obvious thatd"~sf'. We 
will prove that'!l is d-self-adjoint. We have 

~ 

'!l* = n D(A *) = n D«Tn)*). 
AE.d' no 1 

But it is obvious that vnEN 

D«rn)*) = {fEL2(R) : x"{(x)EL2(R)}. 

And so '!l* ='!l. Then for the operator T, Theorem 13 
holds true. 

It is well known, in fact, that the spectral family as­
sociated in L 2(R), to the multiplication operator, is giv­
en by 

where x>.(x) is understood to be the characteristic func­
tion of the set [- co, AJ. It is easy to verify that E>.(:D)C'!l 

Example 2: Let'!l be the Schwartz's spaceY(R) of all 
complex infinitely differentiable functions such that 

lim IXkd~CP(x)l=o, V/z,p"'O. 
Ixl .. to x-

Let H = t(p2 + q2), where p and q are the operators 
defined, respectively, by 

(M)(x) = i~ Ij!(x) 
dx ' 

(q</l) (x) = x </I (x) . 

It is a known fact that Hn/Y(R) is an essentially self­
adjoint operator (for all nEN) and then it has a unique 
self-adjoint extension to,p =L2(R). 

We choose d = lHJ. It is easy to see that d" <: d' . 

We will prove that'!l is sf-self-adjoint. We have 
e e 

'!l* = n D(A *) = n D«Hn)*) = n D(Hn) ='!l. (3) 
AEd n= 1 n= 1 

The last equality in (3) follows from the fact that <{JE 
Y (R) if and only if cpED(Ir), VnEN (see Ref. 6, Sec. 

V, Example 2). 

Then the operator H, by Theorem 13 is '!l-spectral. 
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In the present paper, the Euler characteristic is studied for a compact oriented Einstein 4-
manifold of signature (+ + - -). For such a manifold, there are three types of normal forms of 
the curvature tensor. It is shown that for each type the Euler characteristic is nonnegative and 
even. Several new inequalities are obtained concerning the Euler characteristic and the volume of 
the manifold. The second Betti number is even, and if it is zero, then the first Betti number also 
vanishes. The arguments developed here are based upon the famous work of Chern about the 
Gauss-Bonnet formula for a pseudo-Riemannian manifold. 

PACS numbers: 02.40. - k 

I. INTRODUCTION 

The characteristic classes of an Einstein 4-manifold are 
now the interesting objects from both mathematical and 
physical points of view. As to the compact oriented Einstein 
4-manifold, the Euler characteristic is known to be nonnega­
tive, and vanishes if and only if the manifold is flat. I Certain 
inequalities are known concerning the Euler characteristic 
and the Hirzebruch index. 2 A recent result is that, for the 
manifold of the positive sectional curvature, it is bounded 
above by a constant mUltiple of the squared scalar curva­
ture.3 Recently a few reports have been published about use­
ful inequalities for Einstein Kahler manifolds4

,5 and confor­
mally flat Einstein manifolds·.5 All the works stated above 
are concerned with the Einstein 4-manifolds of Reimannian 
metric. 

Four-dimensional manifolds may possess one of three 
different metric signatures (+ + + +), (+ + + -), 
(+ + - -). For a compact oriented manifold of dimen­
sion greater than two, it is known that the manifold admits a 
Lorentz metric if and only if the Euler characteristic vanish­
es.6 Such a problem remains untreated for the last type of 
signature, to which we now focus our attention. 

For pseudo-Riemannian manifolds, the generalized 
Gauss-Bonnet formula has been obtained by Chern.7 The 
present paper is built upon the basis of the work of Chern and 
deals with the Euler characteristic of a compact oriented 
Einstein 4-manifold of metric signature (+ + - -). 
Analogous to the works of Petrov8

,9 and Singer and 
Thorpe, 10 the normal (or canonical) forms for the curvature 
tensors are given. There are three types of normal forms 
which are quite similar to those of the Lorentz case. It is 
found that for a compact oriented Einstein 4-manifold the 
Euler characteristic is nonnegative and even. In Sec. II, the 
normal forms of the curvature tensors are treated. The main 
theorem and the results are stated in Sec. III. 

II. NORMAL FORMS OF CURVATURES 

By a manifold we mean a connected, paracompact, C "'­
differentiable manifold. Consider a 4-manifold of signature 
(+ + - -). Let A P denote the space of exterior p-forms 

on the manifold. The space A P is endowed with an inner 

product ( , ) induced by the metric. Select a continuous field 
of orthonormal basis of I-forms! eiJ (i = 1, ... ,4) with the 
inner product 

(ei,e j
) = ~o" (0": Kronecker delta) (1) 

with sign symbols €I = €2 = _ €3 = _ €4 = 1. 

The 2-forms are important since the curvature defines a 
linear transformation in A 2. A basis is given in terms of ! eiJ 
by 

! e l
/\ e2

, e l /\e3
, e l 

/\ e4
, e3

/\ e4
, e4

/\ e2
, e2

/\ e3 J (2) 

with the following nonzero inner products 

(e'/\e2
, e'/\e2

) = - (e l /\e3
, e'/\e3

) 

= _ (e l /\e4
, e l /\e4

) = (e 3 /\e4
, 

e3 
/\ e4

) = _ (e4 
/\ e2

, e4 /\ e2 ) 

= - (e 2 /\e3
, e2 /\e3

) = + 1. (3) 
Thus, A 2 is a six-dimensional vector space with the inner 
product of signature (+ - - + - -). 

The pseudo-ortho~onal group 0(2,2) acts on A P isome­
trically with respect to the inner product. Hereafter we con­
sider only SO(2,2). There is a local isomorphism SO(2,2)locol. 
= SO(I,2)XSO(l,2), which corresponds to the Lie algebra 

decomposition 

so(2,2) = so(I,2) + so(l,2). (4) 

This implies that A 2 can be split into the direct sum of two 
three-dimensional vector spaces of signature (+ - -). 
This decomposition is given explicitly by using the Hodge 
star operation defined below. 

The Hodge star operation, denoted by *, is a linear 
transformation from A P onto A 4 - P such that 

a /\ *b = (a,b )w, a, bEA P, (5) 

where w is the volume form determined by the inner product 
and the orientation of the manifold. Thus, for p = 2, the star 
operation transforms A 2 onto itself, and decomposes it into 
three-dimensional eigenspaces A 2+ ' A 2_ of * with eigen­
values + 1, - 1, respectively: 

(6) 

where both subspaces are endowed with an inner product 
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invariant under actions ofSO(I,2). This suggests that it is 
convenient to introduce a suitable basis in the subspaces. 
Denote such an orthonormal basis of A 2+ ' A 2_ by 
! E '+ ,E 2+ ,E't J, ! E '_ ,E 2 ,E 3_ J, respectively. They 
have the following properties for the star operator, 

(7) 

and the nonzero wedge and inner products 

Ei+ I\Ei+ = - Ei_ I\Ei_ = iiW, (E'± ,E i± ) = i\ (8) 

where i' = - i 2 = - i 3 = + 1. 
The curvature R is expressed by a real 6 X 6 matrix as a 

linear transformation in A 2. Relative to IE i+ ,E i_ J, R is 
decomposed into four disjoint parts: 

R =R+ +R_ +R+_ +R_+, (9) 

where R ± EEnd(A 2± ), R + _ EHom(A 2+ ,A 2_ ), 
R _ +EHom(A 2_ ,A 2+ ). Acurvature2-forml1 = 11 + + 11 -

relative to ! E i+ ,E i_ 1 is defined by 
3 

11 ±i = L (R ±i. +JEJ + + R ± i. -JEJ_ ), (10) 
J=' 

where the 11 ± i,S are the components of vectors 
11 ± = (11 ± ',11 ±2,11 ±3) andtheR ±i,±J'sarethecompo­
nents of R. 

Thus for a 4-manifold of signature (+ + - -), there 
are two ad(SO(2,2))-invariant 4-forms *11 1\ 11,11 1\ 11, which 
are reduced to ad(SO(I,2))-invariant 4-forms 0+,0_ as 
follows. 

*111\11=0+ -0_,111\11=0+ +0_ (II) 

where 
3 

0+=11+1\11+= Liil1+il\l1+i, 
i= 1 

3 

0_ =11 -1\11 - = L~11 -il\l1 -i. 
i= 1 

(12a) 

(12b) 

Hereafter, we focus our attention to the normal forms 
of the curvature of an Einstein 4-manifold of signature 
(+ + - -). Let S be a constant scalar curvature of the 
Einstein manifold. It should be noted that the curvature R 
relative to IE i+ ,E i_ 1 is of Einstein iff 
R + _ = R _ + = 0.4

.'0 Thus the curvature of an Einstein 
manifold, R = R + + R _, takes the form 

[
p + 

R = 
+ 0 (13) 

where P a = (R ai,aJ), U = +, - , are 3 X 3 matrices of the 
form 

[

a, + ua, 
Pa= -b-u(3 

-c-ur 
with constraints 

3 

c-ur 1 
d + u/) 

- a3 + ua3 

FrR = TrP + = TrP _ = L fiai = 
i= 1 

S 
-, 
4 

980 J. Math. Phys., Vol. 22, No.5, May 1981 

(14) 

( ISa) 

(ISb) 

Analogous to the works of Petrov~'<) and Singer and 
Thorpe, 10 we obtain normal forms of the curvature. 

Proposition 1: For an Einstein 4-manifold of signature 
(+ + - -), the curvature tensor takes one of the 
following three forms: 

o 
(I6a) 

with l:.; = , ~Jii = S /4, l:.: =, Vi = O. 

(ii)P" = - ~UV, - Ji2 + U(~VI - v 2) o , 
[

Ji2 + C1(~v, + V 2 ) - !UV, 

o 0 

o ] 
is - UV, 

[

-IS 

(iii)P" = -;(3 

- u(3 

!S 
u(3 

u~], (3 #0. 
is 

Proo/Consider a latent equation 

(R - Ag)W = 0, WEA 2, 

(16b) 

(16c) 

( 17) 

whereg = diag[ + 1, - 1, - 1, + 1, - 1, - 1]. This equa­
tion is equivalent to two latent equations of 3 X 3 matrices 

(18) 

wherego = diag[ + 1, - 1, -1]. Due to Petrov,9 the symbol 
u of elements of Pa must satisfy ~ = 1, and the number 
z = a + ub is called a duplex number with its conjugate 
Z = a - ub. Thus eigenvalues are obtained in the forms of 
duplex number from the equation 

( 19) 

Depending on the number of independent eigenvectors, we 
have three different cases for the equation. For each type, we 
must consider the fonowing equations for the eigenvalues 
'A;'s and eigenvectors Wj's of A 2+ : 

(i)P + Wi = Ai Wi (i = 1,2,3), 

where Wi can be taken as E~. 

(20a) 

(ii)P+Wi =AiWi (i= 1,2), P+W3 =A2 W3 +KW2 

(K#O), (20b) 

where the Wi'S can be taken as 
WI = E 1+ ' W2 = E 1+ + E 2+, W3 = E 1+ - E \ 

(iii)P + W, = A,WI , P + W 2 =A,W2 +pW, 

P + W3 = A, W3 + 1'W2 (1'#0), 

where the Wi'S can be taken as WI = E '+ + E ~ , 

(p =1=0), 

(20c) 

W2 = E2+ ' W3 = E 1+ - E3+ . Since the P _ is obtained 
from P + by the duplex conjugation, these equations yield the 
three types of explicit forms of P a.D 

The Einstein 4-manifold of signature (+ + - -) is 
quite similar to that of a Lorentz metric in that there are 
three types of normal forms of the curvature. On the other 
hand, there is another similarity between a 4-manifold of 
signature (+ + - -) and that of a Riemannian metric, 
since the Lie algebras so(2,2) and so(4) have similar 
isomorphisms: 
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so(2,2) = so(I,2) + so(I,2), 

so(4) = so{3) + so(3), 

respectively. 

fIf. EULER CHARACTERISTICS 

(4) 

(21) 

For a compact oriented pseudo-Riemannian manifold 
of any dimension and signature, Chern 7 obtained the gener­
alized version of the Gauss-Bonnet formula. The arguments 
developed here are based upon this work. For a manifold of 
signature 

(+ 1, ... , + 1, 
p 

-I, ... , -1), 
q 

the Euler characteristic vanishes if at least one of p,q is odd. 
Thus for the compact 4-manifold of p = q = 2, the Euler 
characteristic may be nontrivial and is given by integrating 
the following form over the manifold: 

(l/8t?)*!1 1\.0 = (l/8t?)(fl+ - fl_). (22) 

The analog of the first Pontrjagin class, referred to as the 
pseudo-Pontrjagin class, is given by integrating the follow­
ing form over the manifold: 

(23) 

For the compact oriented Einstein 4-manifold of signa­
ture (+ + - -), denoted by M, we have the 4-forms fl +, 

fl_ by using the normal forms of Proposition 1 as follows: 

forMI:fl± = ± [±(,uj ±vJ2JW, 
I'" 1 

(24a) 

with constraints 

3~. S 
2:J'JJj = -, 
j= I 4 

3 

LVj=O, 
1=1 

(*) 

for M 2 : n ± = ± [(S /4 + '1'1)2 + 2(,uz ± '1'2)2] WI' 

'1'1#0, (24b) 

(24c) 

where M; is the manifold M whose curvature is of type i 
Using these expressions, we obtain explicit forms of the 

Euler characteristic X and the pseudo-Pontrjagin class, de­

noted by PI' 
Proposition 2: For M, the Euler characteristic X [M] and 

the pseudo-Pontrjagin class PI[M] are given as follows: 

X[M I ] = ~i ± (JJ~ + 0)w, with(*), 
41T- Mti=1 

S2 S 1 
= 21'>r vol(MI) + 23rI + 2zt?J, (25a) 

where JJ 1,'1'1 are eliminated by the constraints (*) and 

1= { (,u2 + JJ3)W, J = i . ~ (,ujJJj + VjVj )w, 
JM, M, t7J ==- 2,3 

S2 1 i X[M2 ] = 6--.2 vol(M2)+ 2--.2 (2JJ~ +vi +2vnw, 
21T 21T- M, 

'1'1#0, (25b) 

3S 2 

X[M3 J = 2
6
t? vol(M3). (2Sc) 
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PI[MI ] = ~L,\tlJJjVi)W' with(*), 

= '!'l 'VIW - J,l {JJ3V2 + JJ2V3)W, 
411 M, 11 M, 

PI [M2 ] = - 4~ { 'V1w + ~ {(,u2V2)W, VI #0, JM, 27f JM2 

PI[M3 ] =0. 

(26a) 

(26b) 

(26c) 

Proof These results are obtained by straightforward 
calculation.o 

Thus the Euler characteristics are quadratic forms of S. 
For the second type the Euler characteristic has no linear 
term of S, and for the third type it has only a quadratic term 
of S. The pseudo-Pontrjagin classes, however, are the linear 
forms of S, except for pJM3] , which is identically zero. The 
next proposition gives an inequality between X[M] and 
PI[M]. This inequality directly follows from the above ex­
plicit forms and is an analog of Hitchin's inequality.2 

Proposition 3: For M we have 

(27) 

The equality occurs if JJj = ± Vj for all i = 1,2,3 for Mp if 
VI = ± S /4 (#0), JJ2 = ± '1'2 for M z, and iff S = 0 for M 3 . 

Proof This is elementary. It is to be noted that for M3 
both sides of the inequality vanish when the equality 
occurs. 0 

In order to prove the main theorem, it is necessary to 
use the following two lemmas. 

Lemma A 6: A compact manifold admits an everywhere 
defined, continuous, nonsingular, quadratic form of signa­
ture k ifand only if it admits a continuous field of tangent k­
planes. 

Lemma B II: For a compact oriented 4n-manifold ad­
mitting a tangent field of 2-planes, the Euler characteristic of 
the manifold is even and is congruent to the index modulo 4. 

Now let us state the main theorem. 
Theorem 4: For a compact oriented Einstein 4-manifold 

~of signature (+ + - - ), the Euler characteristic X [M] 
IS nonnegative and even and is congruent to the index of M 
modulo 4. To be more concrete, X [M.] vanishes iff MI is flat; 
X [M2] is strictly positive; and X [M3] vanishes iff M3 is Ricci 
flat. 

Proof For the property that X [M]:> 0, it is clear from the 
explicit forms. For M I , X [Mil = 0 iff JJj = Vj = 0 for all i. 
This condition implies that the manifold is flat. For both M2 
and M 3 , the manifolds are never fiat. Since for M2 there is a 
nonzero factor VI' we have X (M2] > O. For M 3, it iscIear that 
X [M31 = 0 iff S = O. For the other properties that X [M] is 
even and congruent to the index modulo 4, it is a direct con­
sequence of Lemmas A and B. This completes the proof. 0 

This theorem has the following corollary. 
Corollary 5: (i) X[M2 ):>2, 

(ii) X {M21:>2 if Ml is not fiat, 

(iii) X [M3]:>2 if S ioO. 
The next proposition is concerned with the volume of 

Proposition 6: If S 'fO, then there is a lower bound for 
the volume of M}, 
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(28) 

with equality iff X [M3] = 2. 
Proof This is derived from (iii) of Corollary 5. 0 
For M I , M 2, however, no such lower bound exists. The 

following proposition is also concerned with the volume. 
Proposition 7: Consider three manifolds M; of type i 

(i = 1,2,3) whose scalar curvatures are equal and nonzero 
and whose Euler characteristics coincide with each other. 
Then the volumes of the manifolds satisfy the inequalities 

(i) vol(M2 ) < 3vol(M3)' 

(ii) vol(MI )..;;3vol(M3) if S·I;;;'O, 

where the equality occurs iff 1= J = O. 

(29a) 

(29b) 

Proof By equating X [MI ], X [M2], and X [M3] in Proposi­
tion 3, we have two relations 

(i) 3vol(M3) = vol(M2) + 24S -2K, 

(ii) 3vol(M3) = vol(Mtl + 23S -II + 24S -2J, 

where 

K = ( (2,u~ + ~ + 2~)w>0, J;;;'O. JM, 
These are led to the desired inequalities.D 
For the Betti numbers, we have 

(30) 

Proposition 8: For the manifold M stated in Theorem 4, 
the second Betti number is even. If S # 0 and the second Betti 
number is zero, then the first number is zero. 

Proof Let bk denote the k-th Betti number of M. The 
Euler characteristic is expressed by the duality bn = b4 _ n as 

(31) 

The first part of the proposition is trivial, since X [M] is even. 
Since M is connected, we have bo = 1. Then setting b2 = 0, 
wehavex [M] = 2 - 2b l ..;;2,andaccordinglyx [M];;;.2from 
Corollary 5. Thus we obtain b l = 0.0 

Remarks: (i) Even for the Reimannian case of compact 
Einstein 4-manifolds, there are few known examples. Hit­
chin2 showed that a K 3 surface admits an Einstein metric 
and that the manifold X n = nCP 2 (n >4) is a simply connect­
ed manifold which does not carry an Einstein metric. By 
Theorem 4, an Xn does not carry a (+ + - -) metric 
since X [Xn] = n + 2 and the index r[Xn] = n for n;;;. 1. Such 
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a metric is also forbidden on a 4-sphere S4. 
(ii) Simple example: ForX = S2 XS2, we have X [X] = 4 

and r[X] = O. The mainfold X admits an Einstein metric of 
signature (+ + - -), 

d s 2 = a2(d5 + sin25 d¢ 2 - d7]2 - sin27] dl/l), (32) 

where 0";;5, 7]";; 1T, 0";;¢,t/J..;;21T, and a #0. For X, we have 
PI[X] = 0, which coincides with r[X] = O. The metric is of 
type 1. 

(iii) It is an open question whether or not the pseudo­
Pontrjagin class PI defined on the pseudo-Riemannian bun­
dle over a manifold coincides with the first Pontrjagin class 
PI defined on the tangent bundle over the manifold. In other 
words, it is not known whether the Hirzebruch relation 
r[M] = 1P1[M] can be generalized for the pseudo-Pontrjagin 
class PI' This problem may be contrasted to the generalized 
Gauss-Bonnet formula of Chern. 

The author would like to thank Professor Mineo Ikeda 
for stimulating discussions. 
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The position, momentum, and angular momentum (spin + orbital) of a classical massive 

magnetic dipole particle are constructed from certain pairs of 0(3,3) spinors and a scalar (T. 

These spinor pairs (and also (T) are endowed with a translation transformation law (which is 
fundamentally different from that oftwistors), and are given the name hyperspinors. An action of 
the covering group of the Poincare group is defined on hyperspinors and (T. Equations of motion 
for these hyperspinors and (T are proposed, special cases of which lead to the Lorentz force law for 
the momentum and the BMT (Bargmann, Michel, and Telegdi) equation for the Pauli-Lubanski 
pseudovector. A generalization to include SU(N) internal degrees of freedom in this model is, 
suggested. 

PACS numbers: 02.40. - k 

INTRODUCTION 

Can one ascribe a substructure to Minkowski space­
time M4? At present no one knows, and much effort is fo­
cused on this problem, for the resolution of this question 
may lead to the elimination of the divergences that appear in 
most local quantum field theories, and perhaps even to the 
unification of gravity with the other nonabelian gauge theor­
ies. However, progress has been made toward an answer to 
this question, and to mention one important example, Qadirl 
has shown that the coordinatesxa(p) ofa pointpeM4 may be 
explicitly constructed from a pair of twistors that are mem­
bers of a twistor Quadrad. 

A related question, founded in operational and not 
purely nominal concepts, is whether or not one can attribute 
an underlying substructure to the position in M4 of a massive 
point particle. The answer to this question is that this can be 
done, at least when one neglects gravity. It has been shown2 

that the position in M4 of a free classical massive point parti­
cle may be endowed with an intrinsic substructure; the clas­
sical observable "position" may be constructed from certain 
twistors that describe not only the position, but also the mo­
mentum and angular momentum (spin + orbital) of the par­
ticle. [Of course, when one excludes interactions the con­
cepts "point in space-time" and "position of point particle in 
space-time" coincide, but it seems that the formalism in Ref. 
2 can also be utilized when one is modeling the dynamical 
evolution of massive particles under the influence of nongra­
vitational interactions; in particular, the only Lorentz covar­
iant, constraint-preserving (see below) equations of motion 
for these twistors are not the trivial no-interaction 
equations.] 

In this paper it is shown how the position in M4 of an 
interacting massive point particle may be constructed from a 
geometrical object that we call a hyperspinor. The hyper­
spinor formalism has several advantages over the twistor 
formalism of Ref. 2. There the principal bundle of orthogo­
nal frames over M4 is constructed from certain pairs of real-

valued eight-component 0(3,3) [the universal covering 

group of 0(3,3)] spinors. These 0(3,3) spinors are endowed 

with the homogeneous twistor translation law, and are re­
ferred to generically as twistors. This construction is rather 

unwieldy, because an arbitrary pair of real 0(3,3) spinors 
has sixteen independent components, whereas the orthogo­
nal frame bundle over M4 is eleven-dimensional; therefore 
five independent constraints must be imposed on a pair of 

0(3,3) spinors in order to formulate the one-to-one corre­
spondence between the orthogonal frame bundle over M4 

and (certain) pairs of 0(3,3) spinors. These constraints 
complicate the formulation of classical and quantum dyna­
mical schemes for the time evolution of these twisters. How­
ever, if one gives up the twistorlike translation law for these 

0(3,3) spinors, and instead endows these spinors with a 
(slightly) more complicated translation transformation law, 
then most of the above-mentioned constraints never arise. A 

pair of 0(3,3) spinors satisfying certain conditions and 
transforming under translation according to the new trans­
lation transformation law alluded to above is a hyperspinor. 
In the following we shall construct the coordinates 
xa(P), peM4 , momentum, and angular momentum of a mas­
sive particle possessing an intrinsic magnetic dipole moment 
from hyperspinors and a scalar (T, and also define classical 
equations of motion for these hyperspinors and (T which 
yield the usual Lorentz force law and BMT (Bargmann, Mi­
chel, and Telegdi) equations for the Pauli-Lubanski pseudo­
vector. In addition, we indicate how one might incorporate 
SU(N) internal degrees of freedom into this formalism. 

CONSTRUCTION OF CLASSICAL OBSERVABLES3.4 

In order to make this paper more or less self contained, 
we begin this section by quoting the definitions and conven­
tions of Ref. 2 that are relevant to our later work. 

Let rp denote a real column matrix with eight rows (row 
indices are suppressed) which coordinizes a real eight-di-

mensional vector space Sg. 0(3,3) acts on Sg on the left as a 
group of automorphisms that preserves a certain bilinear 
form; rp transfornfs as a spinor under a real 8 X 8 irreducible 
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representation of 0(3,3). Write 

(1 ) 

where /L andS-arerealfour-component SO(3,3) spinors.t 
(- denotes transpose) transforms inversely to /L under 

SO(3,3) . 
Let y" (ap,.·· = 1,2,3,4) be a real 4 X 4 irreducible (Ma­

jorana) representation of the Dirac matrices, where 

y";f3 + ;f3y" = 2y~/3, 

ga/3 =ga/3 = diag(I,I,I, - 1), 

and Yo is the 4 X 4 unit matrix. Define 

'I = - (1!4!)Ea/3I11,y"y3y'y' 
= - yly2Y'y4, 

(2) 

(3) 

(4) 

E = y4y\ (5) 

(note that E,y\ and 'I are skew-symmetric and have square 
equal to - Yo) and 

sa/3= -!(y";f3-;f3y") = -Hy",;f3]. (6) 

Then 

(there is a minus sign error in Eq. (99) of Ref. 3), 

Y"y4 = - y4y", 

t'E = Ey", 

sa/3y4 = _ y4sa/3, 

sa/3E = _ Esa/3, 

and 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

[sa/3,SI"'] = gaf'S/3l' _ ~'S/3f' _ gf3f'sal' + gf3l'sal'. 
(13) 

The y matrices satisfy2.3 

- y4y"/LtYay4 = yot/L + S-i - rtr/L + rS-ir ' (14) 

- t'y4S-iy4Ya = yot/L +/Lt + rtr/L + r/Ltr; (15) 

in particular 
- Ya y4My" = y4s-t - EMy'i (16) 

and 

(17) 

Let r A (A,B,. .. = 1, ... ,6) be six real matrices which gen­
erate an irreducible representation of the Clifford algebra C6 : 

rArB + rBr A = 2~B, (18) 

where 

gAB =~B= diag(I,I,I,-I,-I,-I) (19) 

[The 8 X 8 unit matrix is suppressed on the right-hand side of 
Eq. (18)]. Define 

r 7 = (1!6!)EABCDEFrArBrCrDrErF; 

then 

and 
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(20) 

(21) 

and 

(r7)" = 1. (22) 

A particular representation of the r matrices is 

r a 
= (_ ~tX ~E). (23) 

r 5 = ( 0 y'iE), 
_ EY'i 0 (24) 

r 6 = (0 - E), 
_ E 0 (25) 

The generators of SO(3,3) are 

MAB = _ l[rA rB] 
4 ' , 

(26) 

(27) 

and they satisfy 

[MAB,rR] = 8~rB - 8~rA (28) 

and 

[MAB,MRS] =~RMBS _~SMBR _gBRMAS +gBSM AR. 

(29) 

In the representation of Eqs. (23-26) the M a/3 are given by 

(
sa/3 0 ) M a /3 _ 

- 0 _sa/3' (30) 

and an element M of SO(3, 1) (such that tP-1// = MtP) is 
given by 

(31) 

where 

S = exp{~(i)a/3Sa/3} (32) 

and the (i)o/3 = - (i)/3a are six real parameters. (The transfor­

mation properties of tP under 0(3,1) are discussed in Ref. 
3.) 

The skew-symmetric metric spinor of rank two, n, may 
be defined by 

(33) 

then 

r 7n= -nr7 (34) 

and 

ijABn= _nMAB. (35) 

In the above representation n may be chosen to be 

(36) 

Let us now restrict our attention to the seven-dimen­
sional submanifold of S8 defined by 

(37) 

and 

(38) 

In Ref. 3 it is shown that 0(3,3) spinors lying in this subset 
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of S8 describe massive magnetic dipole particles, such as 

electrons. There it is also shown that a 0(3,3) spinor t/J 
satisfying Eqs. (37) and (38) determines two linearly indepen­
dent future-pointing null vectors na and la, a spin tensor 
~a/3, an orthogonal tetrad eV,)' and a scalar N. These are de­
fined in terms of t/J according to 

eO) = - ~tY'yA = - !iiJflMa51/J, 
a If.p~ _ l:J.flMa6.,. e(2 ) = - 2~ r /l, - - '1'P 'P, 

r tJ = tSatJA = _ ~¢flMatJ1/J, 

N = - !tyA = - !lfflM 561/J, 

na 
= - %'IY'A, 

la = - tY''Is, 

e~, = l(n" _la) = -1¢r 4r ar 71/J, 

and 

e~) = !Ina + [a) = -1¢r 4r at/J. 

The e(;,) satisfy3 

a N2 
e(p)e(vla = 'YJ(p)(Y!' 

where 

1J(p)(v) = diag(I,I,I, - 1). 

(39) 

(40) 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 

(47) 

(48) 

In particular, the unit (time1ike) four-velocity va, defined by 

satisfies 

Put 

v = y",vCl
• 

Then using Eqs. (14)-( 17) one can easily show that 

S=EvA 

and 

are identities when 1/J satisfies Eqs. (37) and (38). 

(49) 

(50) 

(51) 

(52) 

(53) 

Henceforth we shan assume that rf; satisfies Eqs. (37) 

and (38). Let rf;1 = G :)ESs. We shall arrange that (t/J,rf;Il has 

only (8 - 1) + 4 = 11 independent components by defining 
S I in terms of A I and rf; according to 

(54) 

where v is defined in terms of t/J in Eq. (51). Upon mUltiplying 
Eq. (54) by V€ one finds that, analogous to Eq. (53), 

AI = Vetl' (55) 

A result from Ref. 3 is that if t/JI satisfies Eqs. (54) and (55), 

then -! ¢lr 4r a 1/J[ fef. Eq. (46)] is parallel to va. 
Note that for nonzero AI, 

(56) 

(because iV = - EV) and 

tlr~Ar = -il'lYaAIVa'!O (57) 

(because - i ly4Y'A I is a null vector and va is timelike). 
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Under 50(3,3), 

A---+A' = SA; A I---+A I' = SAl' 

and 

S---+t'=S-lt; tl--S; =S-Itl, 
where S is given by Eq. (32). Further, 

va---+v ta = A "puP, 

where 

A a/3 = ~ trS -1"!"Syp = (e - ,,,)a 13' 

since 

(58) 

(59) 

(60) 

(61) 

l' = A (t j3SyPS -I (62) 
- - I - I underSO(3,l). NowS; =S- SI =S- EvA) =cSvA 1 

[c---+c' = ScS = e under SO(3,I), according to Eq. 
(11)] = ESVS -IA ; = cv'A ; (with v' = y"v"'), so that the 
definition ofEq. (54) is independent of the Lorentz frame. 
We now define a left action on Sg X Sg by T4 J the four-dimen­
sional translation group, that also preserves the definition of 
Eq. (54). 

Let b be a real 4 X 4 matrix that satisfies 

bE=Eb 

and 

bt= -'lb. 

Then b may be written uniquely as 

b = baY', 

where the b a are four real parameters given by 

b a =! tr1'b. 

The translation action on Ss XSg is defined by 

(t/J,rf;,)--(Tb 1/J,Tb rf;Il = (rf;,rf;1 + b "Ta rf;), 

where 

T a = var 7 + ra. 
In four-component form, 

A---+TbA. = A, 

t---+Tbt = S, 
A(~TbAI = AI + bEt + b·vA, 

and 

(63) 

(64) 

(65) 

(66) 

(67) 

(68) 

(69) 

(70) 

(71) 

(72) 

where b·v = ba va. Note that this transformation law is non­
linear in 1/J due to the terms b.vA and b·vS which appear in 
Eqs. (71) and (72). A short calculation utilizing the identities 
ofEqs. (52) and (53) shows that Eqs. (54) and (55) are form­
invariant under translation: 

(73) 

and 

(74) 

Apairof 0(3,3) spinors(rf;,tP() satisfying Eqs. (37), (38), (54), 
and (55) (and hence possessing eleven independent compo­
nents), and furthermore endowed with the transformation 
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law of Eq. (67) under translation will henceforth be said to 
constitute a hyperspinor. 

The set ofleft actions on Sg XSg defined by Eq. (67) 
clearly commute with one another, and so provide a repre­
sentation of T4 • In order to verify that we also have an action 

on Sx XSx by the semidirect product SO(3,3) ex T4 (the 
universal covering group of the connected component of the 
Poincare group), let us evaluate the commutator of M af3 and 

Til: for ME SO(3,I) and TbET4 , M(tf;,tf;.) = (tf;',tf;;) 
= (Mtf;.Mtf;.);TbM(tf;,tf;I) = (Tbtf;',Tbtf;;) = (tf;',tf;; 
+ bIlT;,tf;), where T~ = v~r7 + r ll = AIlf3 vf1r 7 + r ll ; 
and MTb(tf;,tf;.) = (Mtf;,Mtf;. + bllMTIlM ~·Mtf;) = (tf;',tf;; 
+ bllMTI,M~·tf;'). Therefore 
(MTb - TbM)(tf;,tf;.) = (O.bIlIMTIlM~· - T~ ltf;'), and 
consequently 

(MTIl - T"M)(tf;,tf;.) = (O,IMTI'M~· - T~ ltf;'). (75) 

Let Mbe an infinitesimal SO(3,1) transformation, 
M = 1 + !{tJaf3Maf3 + ... , where the {tJa{3 now represent in­
finitesimal numbers; then A a f3 = (ja f3 - {tJa f3 + .. , and 
T' = T -{tJ f3vf1r7 + .... To first order in 

Ji It I-l 

{tJ"f3' (MT"M ~. - T ~ )tf;' iq{tJaf3 [(j: Tf3 - (j ~ T a 1 tf;, so 

that [M af3,Tll ](tf;,tf;.)=(O, 1(j:Tf3_(j~Taltf;). (76) 

Therefore the submanifold of Sx XSg in which the set of all 
hyperspinors lies is a carrier space for a (reducible) represen­
tation of the covering group of the (full) Poincare group. 

Equations (52) and (53) may be recast in a manifestly 

0(3,1) covariant form as 

Tava1/l = 0; 

similarly, Eqs. (54) and (55) may be recast as 

Tava1/l. = O. 

(77) 

(78) 

Therefore a hyperspinor is invariant under translation in the 
direction va determined by that hyperspinor. 

Consider the quantities defined by 

x': = (l/4N)ljJr 4r ar 71/1.; (79) 

using Eqs. (52)-(55) one verifies that 

Under translation, 

X~-+TbX~ = (l/4N)ljr 4r ar 7(1/1) + b 1lT
1l

1/l) 

=x~ _b f3 ((jp +va v(3)' 

In particular, Va TbX~ = O. 

(80) 

(81) 

In order to construct the spacetime coordinates x a of 
the particle described by the hyperspinor (1/1,1/1'), we must 
now introduce a real parameter a into the formalism. a is to 

transform as a scalar under SO(3, 1) and inhomogeneously 
under translation as follows: 

(82) 

Can a be constructed from (1/I,tf;.)? Assume for the moment 
that a = a(1/I,1/I'), and moreover that a is functionally invar­
iant under translation; then 
Tb a = a(Tbtf;,Tbtf;.) = a(tf;,1/I) + baTatf;) = a(1/I,1/I.) + b·v. 
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Operating on this expression with Ivad/Jb "Ib ~ 0 yields 
(Ja/Jtf;.)Tava1/l = - 1; using Eq. (77), this says 0 = - 1. 
We conclude that a Lorentz scalar function of(1/I,tf;.) which is 
functionally invariant under translation and has the desired 
translation transformation law of Eq. (82) does not exist. a 
may therefore be regarded as representing an independent 
degree of freedom within this formalism. 

Define the (nondimensionalized) coordinates 
xa(P), pEM4' of the particle described by the hyperspinor 
(tf;,tf;.) and a by 

x" = av" + x~ 
= - (l/4N)ljr4ra(atf; - r 7tf;.). 

Under translation 

by Eqs. (81) and (82). 

(83) 

(84) 

(85) 

Let m be a parameter with the dimensions of mass. The 
dimensional position r", momentumpa, and angular mo­
mentum J af3 of the free massive magnetic dipole particle de­
scribed by (1/1.1/1,) and a are defined according to 

r" = (m-·)x a
, 

pO =m( _g)./2e~1 = mN( _g)./2va, 

and 

r{3 = l:a{3 + r"p/3 _ rl3pa . 

Using 

r"p/3 - rl3pa 

=l( _g)1/2( -iy"[saf3'YIl]A. 

+ t [sa{3'YIl ]y"S))if , 

= - ~( - g)1/2(trsaf3A, + tlrsaf3A ). 

= ~( - g)1/2Ijr 4Ma{31/11' 

J a f3 may also be expressed as 

J af3 = Htsaf3(A - (- g)./2rA .) 

+ (t - ( - g)1i2t.r)saf3A ]. 

l:af3 and pa satisfy3 

!l:apl:af3 = N 2, 

Papa =gm2N 2, 

and 

val:ap = 0 (Frenkel condition). 

(86) 

(87) 

(88) 

(89) 

(90) 

(91) 

(92) 

(93) 

(94) 

We tum now to the problem of finding equations of 
motion for the hyperspinor (1/1.1/1.) and a that yield. say, the 
Lorentz force law for the momentum. In this search we are 
guided by two consistency conditions: any proposed equa­
tions of motion must give (i) xa = dxa / ds = va identically 
(since vava = - 1, the parameter s is the nondimensiona­
lized arc length); (ii) tl = EVA I + Ev-i l · Let Eaf3 = - EPa be 
some given function of (tf;,1/I.) and a. Then, as is straightfor­
ward to verify. the following equations of motion ensure that 
these two consitency conditions are satisfied: 

. ap 
1/1 = - ~Ea{3M tf;, (95) 

;PI = - !Eaf3M af31/11 - 2xaE,:.pMf3llr71/1if. (96) 
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and 

if = 1 - Eapxazf. 

In four-component form, 

A = - ~EapsaPA, 

t = ~apsaPs, 

and 

(97) 

(98) 

(99) 

tl = ~EaP [saPSI - 2rf'(xaS PI-' - xPSal-')S]. (101) 

Upon differentiating the definitions of xa,ea 1Jt),'!,aP, and N, 
and then substituting from Eqs. (95)-(101), one finds that 

xa = va, (102) 

Iv = 0, (103) 

and 

i aP = E a I-' !,I-'P _ E PI-' !,I-'a. 

Also 

(d / dS)tA = 0, 

and utilizing 

(104) 

(105) 

(106) 

Ii = [ - !EapSaP,v], (107) 

one can easily show that these equations of motion 
preserve Eqs. (54) and (55): 

tl = EVA I + EVA I (108) 

and 

Al = VESI + vEtl' (109) 

Substituting the particular choice 

EaP = (ge/2M)Fap + (1 -g/2)(e/M)rf'(vaFpl-' - vpFal-')' 
(110) 

where M = m IN I and g is a parameter such that g - 2 is a 
measure of the anomalous magnetic moment of the particle) 
into Eq. (104) yields the Lorentz force law for pa and the 
BMT equation for the ea \I); in particular this yields the BMT 
equation for the Pauli-Lubanski pseudovector, which is 
ea

(3).2,3 Here it is to be understood that Fap is some pre­
scribed function of ("""'1) and a that describes external elec­
tromagnetic fields. This choice for Eap should not be taken 
too seriously; it is meant only to illustrate the existence of a 
nontrivial self-consistent dynamical scheme for ("""'1) and a. 
Hopefully it will prove possible to find a minimally con­
strained Lagrangian whose associated Euler-Lagrange 
equations for the hyperspinor (",,"'II and a are some variant 
ofEqs. (95)-(97), and which also yields field equations for 

EaP [("',"'d,a]. 
One last remark. It is possible to bring SU(N) internal 

degrees offreedom into this classical model with only slight 
modifications of the formalism. Let ifJA A,B = 1, ... ,n trans­
form under an n-dimensional irreducible representation of 
SU(N), and TjAB = TtBA j,h,k = 1, ... ,N 2 

- 1 be the infini­
tesimal generators of this representation of SU(N). The Tj 
may be normalized according to 
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tr1j Tk = 2/)jk 

and satisfy 

[1j,Td = iCjkh Th, 

(111) 

(112) 

where Cjkh is real and totally antisymmetric in U,k,h J. Let 
t/l'a,b = 1, ... 8 denote the components of", and define 

(113) 

and define "'lA' AA' and SA similarly. A "gauged" classical 
observable (constructed from I/J~ ''''~A , ... ) is denoted by plac­
ing a caret over the corresponding ungauged quantity. These 
classical observables are defined as previously, with the addi­
tional stipulation that one is to take the trace over SU(N) 
indices. Thus, for example, the gauged tetrad is 
ea 1Jt) = ea lJt)ifJ tifJ. Note that.ia = xa and va = va. The gauged 
equations of motion are 

(114) 

(115) 

and 

(116) 

and yield results analogous to Eqs. (102)-(109) (here E~p 
represents an externally prescribed Yang-Mills field). For 
example?lJt) = Eapet'lJt) , whereEap = E~p(ifJ tTjifJ )/(ifJ tifJ). 
As with Eqs. (95)-(97), it is important to find a Lagrangian 
that gives these equations of notion, along with field equa­
tions for E~p, which utilizes a minimum number of La­
grange multipliers. 

Note added to discussion: 
In the course of solving the equations of motion (95), 

(96), and (97) for a few simple cases it became apparent that 

(117) 

is a sort of "first integral" of the equations of motion. Substi­
tuting for xr from Eq. (79) into Eq. (117) yields an identity if 
and only if 

tAl = O. (118) 

In arriving at this result we have used the identity 

rcirA + rtA = Atr + rAt + EsAy4 - y4SAE, (119) 

which may be verified by choosing a representation of the r 
matrices and evaluating Eq. (119). Since (d /dS)tA I = 0 and 
Tb (tA II = tA I' we append to the definition of hyperspinor 
given by Eqs. (37), (38), (54), and (55) the additional stipUla­
tion that Eq. (118) also hold. Hence a hyperspinor possesses 
ten independent components; together with a they form a set 
of possessing eleven independent components. 

IA. Quadir, J. Math. Phys. 21, 514 (1980). 
2p. L. Nash, J. Math. Phys. 21, 2534 (1980). 
3p. L. Nash, J. Math. Phys. 21,1024 (1980). 
'Greek indices run from 1 to 4. The metric tensor on M, has components 
gaP = diag(I,I,l, - 1) in a Cartesian coordinate system. EABCDEF is the 
completely antisymmetric Levi-Civita tensor of weight - 1 in six dimen­
sions; E12,.,. = + 1.Eap"v = Eap"v5 •• g = det(gaP)' 
'This definition of n differs by a min us sign from that used in Refs. 2 and 3. 
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A coordinate-independent formulation of spacetime perturbation-theory is extended beyond the 
first-order. Higher-order analogs of the second fundamental form (first metric variation) and 
corresponding higher-order projection identities lead to higher-order perturbation equations for 
the spacetime metric fields coupled to spacetime. A deformation-geometrical vertex functional or 
Frechet derivative is introduced and used to express deformation-covariant perturbation 
equations in terms of action functionals. The deformation-covariant vertex functionals of the 
Einstein-Hilbert action functional are computed to fourth order (sufficient for third-order 
perturbation equations). 

PACS numbers: 02.40. - k, 04.20.Cv 

1. INTRODUCTION 

Many applications of general relativity reduce to the 
description of n-parameter families of spacetimes. It is a 
great advantage to describe such spacetime families in a 
purely geometrical way which does not depend on a choice 
of spacetime coordinates or a choice of one member of a 
family as a "background spacetime." This paper is the sec­
ond of a series that develops such a description. The previous 
paper introduced the basic geometrical structures that such 
a description requires. I This paper defines the additional 
structures that are needed to apply this coordinate-indepen­
den t approach to spacetime perturbations of arbitrary order. 

The main innovation in the previous paper was the use 
of a particularly convenient deformation connection for tak­
ing variational derivatives. The deformation concept itself 
and the idea of using surface embedding theory to do pertur­
bation theory are not new and have been proposed by others 
in a variety of contexts. 2 

A full introduction to the geometrical concepts which 
underlie the calculations in this paper is best obtained by 
reading the previous paper. However, for easy reference, I 
have collected a brief summary of notation and results in 
Sec. 2 of this paper. Section 3 introduces the higher order 
metric variations and shows that they obey projection identi­
ties similar to those satisfied by the first metric variation or 
second fundamental form. Section 4 discusses the gauge con­
ditions which these higher metric variations satisfy when the 
Hilbert gauge is imposed on an entire spacetime deforma­
tion. Action principles for spactime deformations are intro­
duced in Sec. 5 and used to define deformation-covariant 
Frechet derivatives or vertex functionals. These vertex func­
tionals are computed to fourth order in Sec. 6. 

2. NOTATION AND PREVIOUS RESULTS 

This paper uses index notation for all tensors. The cor­
responding intrinsic notation may be found in the previous 
paper. Lower case Latin indices range from 0 to n +3. 
Greek indices range from 0 to 3. Upper case Latin indices in 
parentheses range from I to n. An additional index (*) is 
used to denote components which are associated with an 

additional perturbation parameter x(*). Semicolons denoted 
spacetime-covariant derivatives as usual while dots denote 
deformation-covariant derivatives. 

The names of Symbols: 
Deformation tensor components 
Component a of deformation one-form A 
Coordinate a of a deformation chart 
Coordinate (A ) of a deformation chart 
Spacetime Coordinates of a 
deformation chart 
Gauge tensor components 

yb 

() (A la 

XU 

x(A) = X A 13 

x" 

Spacetime curvature tensor components g R k cab 

A 4 + n deformation consists of a 4 + n manifold which 
supports a symmetric deformation tensor and a set of n defor­
mation one-forms which obey the degeneracy requirements 

yb() (A ) b = O. (2.1) 

On such a deformation, one may choose a gauge tensor 
which satisfies: 

HUbH b
c = Hac, 

H a b () (A ) a = 0, 

(2.2) 

(2.3) 

(2.4) 

A related object, the identification gauge is defined by 

(2.5) 

A coordinate chart I XU l is aligned with the gauge H if, 
in terms of the corresponding coordinate basis, the only non­
zero components of Hare 

H"{3 = o"{1' (2.6) 

In an aligned chart, the coordinates X(A ) are called perturba­
tion parameters and their level-surfaces are the integral sur­
faces of the deformation tensor. The remaining coordinates 
are spacetime coordinates and their level-surfaces are called 
identification surfaces. The only nonzero aligned compo­
nents of the deformation tensor are the contravariant space­
times metric tensor components 

(2.7) 
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When these components describe a metric with Lorentz sig­
nature, then the deformation is called a spacetime 4 + n de­
formation and the integral surfaces of the deformation tensor 
are called spacetimes. 

Once a connection has been chosen on a deformation, 
the deformation covariant derivative of a vector-field va is 
given by 

(2.8) 

If a gauge H has also been chosen, then one constructs the 
second fundamental tensor 

hUb,: = HakH\,Hsb = Ha,..sHsb. (2.9) 

A connection is deformation-compatible if it satisfies 

y"b'e = 0 and () (A )s'c = O. (2.10) 

With a deformation-compatible connection, the second fun­
damental tensor satisfies the projection identities: 

h ab,H', = 0, 

HU,h 'b' = h a"Hsb = h ab,. 

(2.11) 

(2.12) 

A deformation-compatible connection will be called stan­
dard with respect to the gauge H ifit is torsion free (symmet­
ric), renders the identification surfaces flat, and the tensor 

h ah,: = h a,,1"'b (2.13) 

has the symmetry 

(2.14) 

In an aligned chart, a standard deformation connection is 
characterized by the expressions: 

r(A )be = 0, ra(B)(C) = 0, 

r
a

(3(C) =r
a
(C)(3= -h a

(3(C) , 

(2.15) 

(2.16) 

(2.17) 

(2.18) 

Please notice the factor of one-half in Eq. (2.15). This 
factor is not standard in gravitational perturbation theory. It 
was chosen to simplify the deformation geometrical identi­
ties. Thus, the vertex functionals which are given in this pa­
per will differ from the standard expressions by powers of 
two. 

The curvature of a deformation connection is defined so 
that the Ricci identity takes the form 

(2.19) 

The Riemann tensor then obeys the usual Bianchi identities. 
The deformation Ricci tensor is defined by 

and the deformation scalar curvature by 

R: = y"bRab' 

(2.20) 

(2.21) 

The previous paper showed that the deformation curvature 
decomposes as follows: 
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(2.22) 

(2.23) 

H ' , 'Rk -H,sh k hk hi 
alb t c trs - alb rc·s - jc ab' 

H 'at\R ke" = h k ab'e - h cab 'k. 

(2.24) 

(2.25) 

(2.26) 

3. HIGHER-ORDER FUNDAMENTAL TENSORS OF A 
SPACETIME 

It can be seen from Eqs. (2.7) and (2.15) that the second 
fundamental tensor expresses the first-order rate of change 
of the spacetime metric within a family of spacetimes. Thus, 
it is reasonable to refer to the second fundamental tensor as 
the first metric variation. This alternative name for the sec­
ond fundamental form calls up new associations3 and makes 
it obvious that the second metric variation tensor of a space­
time in a 4 + n deformation ought to be defined by 

(3.1) 

The previous paper showed (Eq. (4.16) in that paperl) that 
this tensor has an unexpected symmetry 

h a bed = h a bdco (3.2) 

and is related to second derivatives ofthe spacetime metric in 
an aligned chart according to 

h {; alA liB) = ~{;P.IA IIB)g pa - h {; plA)h p alB) 

- h (j plB) h p alA I' (3.3) 

A simple computation using Eqs. (2.9), (2.11), and (2.12) 
shows that this tensor obeys projection identities similar to 
those obeyed by the first metric variation (Eqs. (2.11), 
(2.12»: 

HU,h 'bed = H'bh a,ed = tSeh ub,d = t'dh abc, = h abed' 
(3.4) 

Now carry the procedure one step further and define 
the third metric variation tensor to be 

(3.5) 

where parentheses indicate symmetrization. Use the projec­
tion identities to show that this tensor is a second derivative 
of the first variation: 

(3.6) 

In this form it is evident that the symmetrization has the 
effect of reducing the number of independent components 
that need to be considered. The antisymmetric part that has 
been discarded consists entirely of terms constructed from 
the first variation. An application of the lower-order projec­
tion identities shows that the third metric variation also 
obeys a set of projection identities 

(3.7) 

In addition, it has the symmetries 

h ab(ede) = h abede h (ab)ede = h abede . (3.8) 

Beyond the third metric variation, the rules of the game 
stay the same. For N greater than or equal to 3, the Nth 
metric variation tensor of a spacetime in a 4 + n deformation 
is related to the (N -1 )th metric variation tensor by 

(3.9) 
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and to the (N -2)th metric variation by 

(3.10) 

By induction, all of these metric variation tensors can be 
shown to obey the analogs of the projection identities (Eq. 
(3.7» and to have symmetries analogous to Eqs. (3.8). 

4. HIGHER-ORDER GAUGE CONDITIONS 

In the previous paper, it was found that the most natu­
ral and convenient way to fix the gauge projection tensor H 
on a deformation is to impose the Hilbert gauge conditions 

(4.1) 

everywhere in the deformation. Because these conditions are 
imposed everywhere, they imply conditions on the higher­
order metric variations. The technique for obtaining these 
higher-order gauge conditions is just the one that applies to 
variations of any set of field equations on a deformation. 
Take a deformation-covariant derivative of the equations, 
use the Ricci identity to move the new derivative inside of the 
ones that are already there, project the new derivative using 
the identification gauge projection tensor, and then use the 
definitions of the first metric variation (second fundamental 
form) to bring the projection tensor inside where the projec­
tion identities can eliminate it. The resulting condition on 
the second metric variation can be put into the form 

where q is defined by 

ab '_h- ah h-ab(-.h)+l(h-i h- k Ihh)"ab q rs' - rs - r-s .4 kr js - 2 r s r 

and the trace-reversed second metric variation is 

{jahrs: = h ab" - !r"bh iirs' 

with trace 

(4.2) 

(4.3) 

(4.4) 

h,:=h i
is . (4.5) 

The trace-reversed second variation tensor and the di­
vergence-free second variation which is constructed from it 
obey all of the same symmetries and projection identities as 
the metric variations. The simplicity of Eq. (4.2) appears to 
be peculiar to the second-order. I have not been able to ob­
tain comparable formulations of the higher-order Hilbert 
gauge conditions. 

Equation (4.2) is actually quite surprising. If one is giv­
en a particular solution to Einstein's equations and is told 
that it belongs to a spacetime deformation, then Einstein's 
equations on the other spacetimes in the deformation can be 
replaced by Eq. (4.1) and a manifestly hyperbolic system of 
equations for the second fundamental tensor on each space­
time. I Equation (4.1) then plays the role of the initial value 
equations. The significance of Eq. (4.2) is that, to second­
order, the initial value problem remains linear. An initial 
data set for a second-order perturbation expansion around 
the given solution to Einstein's equations is specified by a 
first-order metric variation satisfying Eq. (4.1) and a diver­
genceless second-order variation tensor satisfying Eq. (4.2). 
In an aligned frame, these equations are 

h-"f3 0 
(C);f3 = , q'" (J(R )(S );a = 0 
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and are thus completely linear. Given any two solutions to 
the second-order initial value equtions, one can produce 
many more by linear superposition. To second-order, the 
evident nonlinearity ofEq. (4.1) is taken care of by the strict­
ly algebraic redefinition of fields given by Eq. (4.3). 

A simple way to produce a set of initial conditions that 
satisfy Eq. (4.1) to arbitrary order is to choose all metric 
variations higher than the first to be zero. The evolution 
equations then preserve this initial solution, but with higher­
order terms which grow in time. This solution to the defor­
mation initial-value problem yields the usual forms of space­
time perturbation theory. 

5. DEFORMATION ACTION PRINCIPLES 

The use of action principles in perturbation theory is 
simply a matter of efficiency. It is a way to incorporate the 
reciprocity principle and thus reduce the number of separate 
interaction terms that need to be calculated. It is also a way 
to make contact with the Hamiltonian canonical formalism. 

On a spacetime deformation, an action can be regarded 
as a function whose value at the point P in the deformation is 
given by an integral 

I(P) = i,.4aL' (5.1 ) 

where 

~ p = the spacetime through the point P, 

4 a = the invariant spacetime volume element on ~ p, 

and L is the Lagrangian scalar function. The action principle 
requires that I be extremal on that part of a deformation 
which satisfies the field equations. 

To obtain the field equations everywhere on a given 
deformation M, perform the following sequence of steps: 
Imbed M in a larger deformation M *. Choose a vector-field 
VonM* so that Vis nowhere tangent toM. Observe that the 
covariant derivative of the function I with respect to V is a 
linear functional of the second fundamental form h v and the 
covariant derivatives of any other fields that occur in the 
Lagrangian so that the extremal condition takes the form 

VvI(hvoVv<h)=O (5.2) 

of a linear functional. Because the larger deformation was 
arbitrary, except for its inclusion of M, the arguments ofthis 
linear functional are arbitrary tensors so that Eq. (5.2) re­
quires the vanishing of a tensor-distribution on spacetime. 
Equation (5.2) is the weak form of the field equations. 

In order to evaluate expressions such as Eq. (5.2), one 
needs a way to deal with functionals which are given in terms 
of spacetime integrals. Let K be a function on a deformation 
and define the new function F by 

F(P): = r 4aK. 
JI1, 

Notice that F is constant on each spacetime so that 

VvF= V,vP 

In terms of aligned chart components, 

V vF = V(A )F.(A) = V(A )F(A) 
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so that 

V vF = V(A) r 4u(K'(A) - Kh aa(A ». 
JI p 

(5.3) 

As an example of the deformation-covariant procedure 
for obtaining field equations, let L be the scalar curvature 
and obtain Einstein's vacuum field equations. The fully con­
tracted deformation Bianchi identity 

R a,..a - !R., = 0 

yields the scalar curvature variation immediately: 

R'(A) = 2t'(A)R a,..a· 

Now use this result in Eq. (5.3) and Eq. (5.2) to obtain the 
vacuum field equations in the form 

VeAl L 4a(2t'(A)R a,..a - Rh aa(A» = O. (5.4) 

Convert the total divergence 

(t'(A)Ra')'a =Ra(A);a 

into a surface integral so that Eq. (5.4) becomes 

2V(A)1 a R a a (A) 
aI 

or 
2V(A)1 a Ra a (A) 

aI 

+2V(A) L 4a(RO, -!RHa,)h'a(A) =0. (5.5) 

In particular, let x(·) be an aligned coordinate which is con­
stant on the given deformation M and choose Vto have 
V(·) = 1 as its only nonzero component. Equation (5.5) then 
requires 

r (JaR G(O) + r 4a G a,h 'a(O) = O. (5.6) 
JaI JI 

The surface term can be discarded by imposing boundary 
conditions on the larger deformation M •. If the larger defor­
mation is otherwise arbitrary, then so is the tensor field h 'a(O) 
and Eq. (5.6) is the weak form of Einstein's equations. 

The field equations which are obeyed by metric and 
field perturbations may also be obtained from the action. 
The equations which determine the evolution of the second 
fundamental form or first metric variation h a be within each 
spacetime of a deformation are just 

I.(C)(O) [h 'a(Op<P.(o),h 'a(C)(O),<p.(C)(O)] = 0, (5.7) 

and the second metric variation h a bed obeys the system 

I.«C)(D)(O» = O. (5.8) 

Notice that Eq. (5.7) has two sets of arbitrary argu­
ments and therefore gives two sets offield equations. One set 
is the desired first-order system while the other is just a rep­
etition of the zero-order field equations already given by Eq. 
(5.6). Equation (5.8) has an even larger variety of arbitrary 
arguments and yields the zero- and first-order field equa­
tions several times over in addition to the desired second­
order equations. This wasteful repetition of the lower-order 
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equations can be avoided by defining a deformation-covar­
iant Frechet derivative (sometimes called the vertex 
function). 4 

Let Fbe a deformation functional of the sort that ap­
pears in Eq. (5.3) and define the functional 

VP [(y,<p ):2p ]o(he""Ve,,,<P): = Ve",P [(y,<p):.2']. 

It is convenient to suppress the arguments and use the 
abbreviation 

(5.9) 

for the entire collection of field variations. Thus, the defini­
tion becomes 

(5.10) 

This functional is simply an abbreviated form of the ordinary 
gradient ofF on the deformation. It is also the covariant first 
Frechet derivative. 

Now define a new functional, the covariant second Fre­
chet derivative, by 

V2F: =F'(A)(B) - ~VFo(Ve(AJ B) - !VFo(VeIBJ(A))' 

Because of vanishing torsion in the first term and linearity in 
the last two terms, the second field variations occur only in 
the symmetric combination 

I . -IV I + IV I (A )(B)' - 2 elA) (B) 2 elBl (A ) (5.11) 

or 

I(A )(B) = {h P u(A )(B)f<P'«(A )(B»}. 

Because of the familiar chain-rule for noncovariant Frechet 
derivatives4 these symmetric combinations of second deriva­
tives all cancel so that the resulting functional is independent 
of second variations. Thus, the covariant second Frechet de­
rivative takes the form 

(5.12) 

The use of deformation-covariant derivatives in Eq. (5.12) 
instead of the partial derivatives which are natural for non­
covariant Frechet derivatives does not interfere with the 
Frechet chain-rule because the connection coefficients sim­
ply introduce terms which depend only on first derivatives. 
The key property of the Frechet type of derivative is the 
cancellation of higher derivatives and this property is not 
affected by the use of deformation-covariant derivatives. 

Now generalize Eqs. (5.11) and (5.12) by the following 
recursive definitions: 

I(A) ... (B)(C): = ! Ve(B(I(A)"'(C) + !Ve()/(A) ... (B) 

V'+ IFo(f(A)''''./(B)./(C)) 

: = HV'po(f(A)t'''./(B))].(C) 

+ HV'po(f(A)t·"./(C))].(B) 

- !V'·P(f(A)(C)t'''./(B) - .•• - !V'·F(/(A)t"·./(B)(C)) 

- !V'·P(f(A)(B)t .. ·./(C)) - ... 

(5.13) 

Here again, the fact that each of these functionals depends 
only on the first-field variations follows from the Frechet 
derivative chain-rule which governs the highest-order vari­
ations at each recursion. The symmetrization which guaran-
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tees that each of these covariant Frechet derivatives is sym­
metric in all of its first-variation arguments has no effect on 
the highest derivative terms because these are already 
symmetric.4 

In terms of the covariant Frechet derivatives defined by 
Equations (5.9)-(5.13), the field equations which an action I 
induces on a deformation Mare 

V I (y,¢; )-(/(')) = 0, (5.14) 

VI (y,¢; )-(/IA)(')) + V2I(y,¢; )-(/(A)'/I.d = 0, (5.15) 

VI (y,¢; )-(/IAIIBII')) + V2I(y,¢;)· UCA)CB)JC*) 

+ V2I(y,¢; )-(/(A )'/(8)1')) 

+ V3I(y,¢; )-(f(A)'/(BI'/(')) = 0, (5.16) 

and so on. Each of these equations requires a distribution to 
vanish because the variations f (.)' f (A )(.), f (A )(8 )(.) in the 
"extra direction" are arbitrary collections of tensor fields. At 
each order, the field equations can be simplified by using the 
lower-order equations. Thus, when Eq. (5.14) is satisfied, 
Eq. (5.15) becomes 

V2 I (y,¢; )-(f (A pf (.» = 0 for all f ('1' (5.17) 

while Eq. (5.16) simplifies to just 

V 2I(y,¢; Hf(A )(8)'/(') + V 3I(y,¢; )-(f(A )'/(8)'/(') = O. 
(5.18) 

Thus Eq. (5.17) governs the first variation f (A) which drives 
the second variation through Eq. (5.18). Further deforma­
tion-covariant derivatives and use of the lower-order equa­
tions yield still higher-order equations. For example, the 
third-order field variations (or third-order perturbations) 
are governed by the system 

V 2J.(f(A )(8)(C)'/(') + V3I-(f(A )(8 p f(c p f(.) 

+ V-'I-(f(4 )(c)'/(BPf(.) + V 3I-(f(A pf(8)(C)'/(') 

+ V4I-(f(A pf(8)'/(cl'f(.) = O. 

The combinatorial logic of the equations which govern 
higher-order field variations is transparent and lends itself to 
the same diagram notation as the usual approach to pertur­
bation theory with each covariant Frechet derivative of the 
action represented by a vertex.5 Because of this diagram no­
tation, the functional Vr I will be called a deformation-covar­
iant vertex functional of order r. 

6. THE CALCULATION OF VERTEX FUNCTIONALS 

Once the deformation-covariant vertex functionals 
have been obtained, perturbation theory proceeds as it al­
ways has. However, these vertex functiona1s are not the usu­
al Frechet derivatives and the resulting perturbation theory 
has undergone a nontrivial rearrangement of orders. Further­
more, the techniques for calculating the vertex functionals 
are entirely new. In order to demonstrate these techniques, I 
will calculate the first three deformation-covariant vertex 
functionals of the Hilbert gravitational action functional 

Ig = _1_J4(JR. 
161T 

For simplicity, I will discard all surface terms and use the 
Hilbert gauge condition throughout. 
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The first-order vertex functional follows from the cal­
culation that led to Eq. (5.6) and is just 

VIg-(f('I)= _1_J4(JG u
rhru('i' (6.1) 

81T 

This particular expression does not assume the Hilbert 
gauge condition. Thus, one is free to consider a deformation 
M * in which the Hilbert gauge metric variation vanishes but 
the metric variation h does not. In such a case, there is a 
tensor-field a on M * whose only nonzero aligned chart com­
ponents are a"(*) and the metric variation is 

(6.2) 

A deformation of this type does not alter spacetimes at all so 
that the variation of the action I must vanish. The resulting 
identity is 

0 - J 4 (G H' ) (r 'U) - (J" rs a a (*) . (6.3) 

This identity yields the Bianchi identities. 
For higher-order vertex functions, one can repeat the 

argument that led to Eq. (6.3) and conclude that all vertex 
functionals vanish when one of their linear arguments is a 
purely longitudinal variation such as the one described by 
Eq. (6.2). Once this essential fact has been realized, there is 
no longer any need to consider longitudinal variations and 
one might as well impose the Hilbert gauge once and for all. 

This sort of gauge specialization has been frowned upon 
in the past. In the usual approach to perturbation theory, a 
gauge condition is an infinitesimal coordinate condition and 
necessarily breaks general covariance. Here, there is no con­
nection between gauge and coordinate conditions (unless 
one insists upon aligned coordinates). Thus, imposing the 
Hilbert gauge here is no worse than imposing the Lorentz 
gauge in electrodynamics. 

The second-order vertex function is obtained by taking 
the deformation-covariant derivative of the first-order ver­
tex functional, projecting it along a direction aligned with 
the gauge, and ignoring all terms that have second metric 
variations. Thus, I obtain 

V 2I g -(f(A I'f(·) 

= [V I·(f (.) ].J\A ) -second variations 

_ 1 J4{GU, hr GUhr hl } - s; (J ,..,l (4) u(') - r u(') i(A)' 

The previous paper used the deformation Bianchi and 
Gauss-Codazzi identities and the Hilbert gauge conditions 
to compute 

=ha
, 'k. +2[Ru, _lo,a'R ]hkl+GU'hi 
(A) k I. I Zr kl i(A)' 

With this result, the second-order vertex function becomes 

V2I-(/(AI'/('I) = (l/81T) J 4(J{h rU('lhurlAI'\ 

+ 2h '''('1 [R aim - ~Hu,RI.' ]hkl)A J (6.4) 

The computation of still higher vertex functionals can 
be reduced to a mechanical routine if one notices that appro-
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priate integrations by parts can be used to express all vertex 
functionals in terms of just three tensors: 

h a be' h a bc-d , and R abed' 

The h a be factors are of no consequence because differentiat­
ing them yields second variations which are subtracted in the 
final expression for the vertex functions. For the remaining 
two tensors, the Ricci identity, the Codazzi identity, and the 
definition of h yield 

h 
ab k S h ab k s + h rb R a k s 

(A)· ,[ (B) = (A )., [(B) (A ) rs [(B) 

- h a r(A)R rbs k[s(B) 

(h ab S )'k + h ab h sk = (A)osl(B) (A)'s (B) 

h rb (h ak h k .a) 
- (A) (B)·r - r (B) 

+ h a (h rk b h bk .') 
r(A ) (B)· - (B) 

h 
ab ·k + h ab h sk + h b h rk 'a = (A)(B) (Al-s (B) r(A) (B) 

+ h a h rk ·b 
r(A) (B) 

h a h bk ·r h b h ok 'r 
- r(A) (B) - r(A ) (B)' (6.5) 

and the deformation Bianchi identities yield the relation 

R 
abed l' - R abd ·e[, R ab c-dl

s 
·s (B) - - s (B) - s (B) 

_ (R abd ).e _ R abd h se + (R abe )'d 
- - (B) s (B) (B) 

+Rabeshsd(B)' (6.6) 

When a curvature factor appears in a spacetime integral, one 
integrates the derivatives in Eq. (6.6) by parts and obtains 
the operator identity 

R 
abed s _ R abd ...,e _ Robe ...,d + R abe h sd 

',[(B)- (B)Y (B)Y s (B) 

_ R abd,h se(B) , 

where the derivatives are understood to act on all ofthe other 
factors in a given term. The Codazzi equation then expresses 
the result of differentiating and projecting the curvature 
factor: 

_ (h ad ·b _ h bd .a)ve _ (h ae ·b _ h be .a)vd 
- (B) (8) (B) (B) 

+ R abc,.h sd(B) _ R abd,h sC(B)' (6.7) 

Notice that, just as was promised at the beginning of this 
paragraph, Eqs. (6.5) and (6.7) involve no new tensors and 
show that all of the vertex functionals can be expressed in 
terms of the tensors h, Vh, and R. 

Equations (6.5) and (6.7) provide a straightforward 
way to perform the derivatives called for by Eqs. (5.3) and 
(5.13). The reader who is familiar with the variational proce­
dure for computing vertex functionals will recognize that 
Eqs. (6.5) and (6.7) are essentially the usual expressions for 
varying the connection and curvature. 6 Where, then, is the 
computational advantage of the deformation-covariant ap­
proach? It lies in the fact that one can raise and lower tensor 
indices at will without ever worrying about variations of the 
spacetime metric tensor. All of the annoying terms that usu­
ally arise from the variation of metric tensor factors have 
been absorbed into the deformation-covariant derivatives. 
Thus, one obtains expressions which are shorter and more 
comprehensible than the usual ones. Because there are only 
three tensors involved and there is no need to worry about 
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which indices are up and which are down, a simple diagram 
notation can be used for all of the vertex function 
calculations. 

I find an index-diagram notation to be an indispensable 
tool for dealing with very high-rank tensors that have many 
contractions. However, such notations are simply substitu­
tion codes for ordinary tensor analysis and have no content 
of their own. Thus, I will not burden the reader with my own 
personal code and leave him to develop his own. 

The deformation-covariant third order vertex function­
al is fairly simple to calculate and is short enough to be in­
cluded here: 

V3I g = (1!161T) f 4(]" Sym{ - 12h a b(A)orh r'rB)h ba(O).s 

+ 24h a brA ).r h r5(B)h sa(O)'b + SR a bh bC(A)h cd(B)h da(O) 

-12h(A)h r'(B)R sar bh ab(O) + 6h(A )h(B)R abh ba(O) 

- 3h(A )h(B) .rh(o).r + 2h(A)h ab (B)-5h ba(O)'s 

- h(A )h(B)h(*)R }, (6.S) 

where Sym denotes a symmetrization on all of the indexes in 
parentheses-on (A ), (B ), and (*). The Hilbert gauge condi­
tion and the Ricci identity have been used to simplify this 
expression somewhat. However, the lower-order field equa­
tions have not been used and it is fairly easy to see that they 
would produce substantial additional simplification. If, in 
addition, one is perturbing a spacetime in which the first­
order equations preserve the trace conditions h(A) = 0, then 
only the first two terms ofEq. (6.S) survive and one sees the 
lowest-order graviton-scattering vertex function for the sim­
ple object that it is. 

The deformation-covariant fourth-order vertex func­
tional is also simple to calculate. With an efficient diagram 
notation, it is an afternoon's work. I find 22 terms, not count­
ing symmetrization, and do not find the result very illumi­
nating. However, there are uses for third-order perturbation 
theory and the deformation-covariant form of the interac­
tion term is simpler than the usual one. On the chance that 
someone will derive an insight from one or more of its 22 
terms, I include my result for the fourth-order vertex in the 
appendix. 

The computation of still higher-order deformation-co­
variant vertex functionals of the Hilbert action is straightfor­
ward, but increasingly tedious if one insists on keeping all of 
the terms. However, vertex functionals for special types of 
deformations can be calculated to much higher-orders with­
out much trouble. For example, if one only cares about de­
formations with h(A) = 0, then one can make this specializa­
tion right at the start without making any error. The fourth­
order vertex then reduces to eight terms and the fifth-order 
vertex is obtainable without too much effort-it has some­
what less than 55 terms (depending on how many of them 
turn out to involve h(A » before like terms are combined. 

The relatively compact form ofEq. (6.S) is not simply a 
trick of notation. If all of the deformation-covariant deriva­
tives are expressed in terms of spacetime-covariant deriva­
tives, only eight new terms result and these all vanish by the 
projection identities. Thus, one can just replace dots by semi­
colons everywhere in Eq. (6.S). 
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Do these deformation-covariant techniques really save 
effort? I believe that they do as much as any formal tech­
nique can be expected to do. For the calculation of variation­
al derivatives and high-order field equations, they lead one to 
make useful forms of the perturbation equations. For exam­
ple, the first-order perturbation equations for the gravita­
tional field are obtained in just the form that Sciama and 
Gilman found by trial and error to be the most advantageous 
one. 7 It is always possible to argue that an intelligent and 
alert theoretician would make the proper groupings of terms 
without this formalism. However, it is surely easier to use a 
formalism which produces efficient calculations without ef­
fort. Furthermore, once one goes beyond fourth-and fifth­
order calculations, one is almost certainly in the realm of 
computer-assisted algebra. For such calculations one must 
use a formalism that supplies intelligent groupings of terms 
automatically. 

7. CONCLUSIONS 

Two geometrical structures are needed to formulate 
higher-order spacetime perturbations in a coordinate-inde­
pendent way: the higher-order metric variation tensors and 
the deformation-covariant vertex functionals of a given ac­
tion. The process of computing the first four gravitational 
vertex functionals in this deformation-covariant way has re­
vealed two basic advantages: (1) The calculations are entire­
ly straightforward and mechanical with no penalties for ar­
ranging indices and terms in the wrong way; (2) the Hilbert 

I 

gauge, with its enormous simplification of the gravitational 
interaction, can be imposed without restricting spacetime 
coordinates. The first advantage is a mere convenience but a 
powerful one when computers are used to do the algebra. 
The second advantage is potentially useful because it allows 
one to choose coordinates that are co moving with matter 
while retaining the simplicity of the Hilbert gauge for gravi­
tational waves. Even when there is no matter around, the 
fact that the gauge condition does not restrict spacetime co­
ordinates means that one is still free to impose such condi­
tions as h OI\A) = 0 in order to fix the coordinates. The re­
sulting coordinates are, of course, not aligned with the 
gauge, but the fact that all of the objects that one has to deal 
with are deformation tensors makes this misalignment a mi­
nor inconvenience. 

In order to make the nature of deformation geometry as 
clear as possible I have deliberately chosen the most time­
honored (i.e., old-fashioned) and universal way to do differ­
ential geometry. More powerful approaches to differential 
geometry in general and the computation of curvature ten­
sors in particular are available. The calculus of differential 
forms and the various offshoots of the Newman-Penrose 
formalism are some well-known examples of such powerful 
computational techniques. Because the deformation-covar­
iant approach to perturbation theory is only a slight vari­
ation on standard Riemannian geometry, there is nothing to 
prevent any of these powerful techniques from being used to 
do deformation-covariant perturbation theory. 

APPENDIX: THE FOURTH ORDER DEFORMATION· COVARIANT GRAVITATIONAL VERTEX FUNCTIONAL 
IN THE HILBERT GAUGE 

'irIg = (111617") r 0" Sym {- 24h ab(A ).,h '<{B)h \(c)h b (O)'k + 72h a h' h b h' ·k 
a b(A).' siB) k(O) alC) 

- 24h a b(A ).,h 'slB)h ka(o)h \(C)'b + 24h a b(A ).,h 'a(B)h \(o)h 'k (C)'b + 16h a brA ).,h 'a(B) h bs(o)h s tiC)" 

24h
a 

h' h b hk ·s 16h a h b hk h' "+16Ra ch b h d h' h r 
- blAh siB) k(O) a(C) - b(A)" k(B) s(O) a(C) db alA) ,(C) ,,0) c(B) 

- 24h(B)R adb ch b a(A)h ds(C)h sc(O) - 12h(A )h(B).rh rs(C).k h ks(O) - 24h(B)'r h r,(A)h s}(C).k h k}(O) 

- 56h(A)h a b(B)'r h bs(O) h ra(C)'s + 4Oh(A) h ab(B).,h rS(O) h b a(C)'s + 24h a b(A) h ba(B)'r h ro;(o)h(c)'c 

+ 24h(A )h(B)R a db ch ba(o)h dC(C) - 8h(A) h(B)h a b(O).r h ba(C)'r - 6h(A )h(B ).r h rs(o)h(C)'s 

+ 8h(A)h a b(B)'r h sa(o)h rs(C)'b - 8h(A )h(B )h(c)R a b h b a(O) + 6h(A) h(B)h(C).rh(O)·r 

- 4h(A)R a b h b c(B)h cd(c)h da(O) + h(A )h(B)h(c)h(o)R }. (AI) 
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Finslerian structure of spacetime is investigated. For a special type of generalized Finsler metric 
the explicit expression of Cartan-like metrical connection is derived and it is shown that it 
resembles the usual one. Causal problems in Finsler-type spacetime are discussed and, based on 
the arguments, the Einstein-type equations for the Finslerian quantities are derived by using the 
lifting of a Finsler metric to a tangent bundle. It is shown that a solution of the proposed equations 
can also be obtained from the complex structure of the tangent bundle. One-form typemetrics are 
used to discuss the geometrical interpretation of isosymmetry. A simple way of obtaining a 
metrical connection for a general generalized Finsler metric is given. 

PACS numbers: 02.40.Ky, 04.20.Cv 

1. INTRODUCTION 

P. Finsler founded a new geometry (nowadays it is 
called the Finsler geometry) in 1918 in his dissertation. 1 It is 
a generalization of the Riemannian geometry in some sense. 
After that many mathematicians investigated such a geome­
try (see, e.g., Cartan2

), though there are not many applica­
tions of the geometry to physical problems. An overall re­
view was given by Ingarden.3 We shall review some of the 
applications of the geometry. 

After Yukawa developed his bilocal theory,4 several au­
thors investigated the Finslerian aspect of the theory. In 
Yukawa's bilocal theory, physical quantities depend on the 
pair of events (x; , x~) or equivalently on the center-of-mass 
coordinate (Xi) and the relative coordinate (r'). On physical 
grounds, we may set the condition 

fri = A 2 (A = const), 

and hence the quantities in Yukawa's theory depend on (Xi) 
and the direction of (f). Such a pair is usually called the line 
element and the set of all line elements forms precisely an 
underlying manifold of the Finsler geometry. Therefore it is 
expected that the Finsler geometry plays a fundamental role 
in Yukawas's bilocal theory (trilocal or multilocal theory can 
also be expressed by using the Finsler-type geometry). Based 
on this aspect several authors (see, e.g. Ref. 5) formulated 
Yukawa's theory using the Finsler (or Finsler-type) 
geometry. 

Apart from Yukawa's theory, Finsler geometry plays 
some roles in particle physics. In Finsler geometry an indica­
trix !YIL (x,y) = 1 J CMx , which is a three-dimensional hy­
persurface in a tangent space, plays a very important role. 
Horvath6 investigated the symmetry group of an indicatrix 
and showed that it may be interpreted as the isosymmetry 
group, and he classified the elementary particles according 
to this symmetry group of the indicatrix. Several years ago 
Drechsler developed the geometrical theory of gauge the­
ory. 7 His theory is constructed over the de Sitter bundle and 
it is, roughly speaking, a spacetime whose tangent spaces are 
the curved Riemannian spaces (de Sitter spaces). Finsler ge­
ometry has precisely the same interpretations because it can 

be interpreted as the union of the curved tangent spaces Mx 
which are equipped with the Riemannian metric gij(x, y) (x 
being fixed). In this repect the tangent bundle, which is the 
union of all tangent spaces at all points of spacetime, must 
play an important role in gauge theory. Actually it can be 
shown8 that the extremal curve in a tangent bundle may be 
considered as the path of a particle with internal degrees of 
freedom in curved spacetime. 

In another branch of physics, relativity, Randers (and 
others9

) investigated the special type of Finsler metric of the 
form 

ds = !gij(x)dxidxiJ 1/2 + kidxi. 

the extremal curves of ds are, as is well known, the paths of 
charged point particles in the Riemmanian spacetime which 
is equipped with the metric tensor gij(x). Randers discussed 
the relations of these metrics to the five-dimensional relativ­
ity of Kalza and Klein. 10 The above type of metric ds was 
originally investigated by Weyl.lI However, Einstein point­
ed out the nonintegrability oflength transfer, which implies 
that spectral frequencies oflines emitted by atoms depend on 
their histories. This inconvenience is, however, circumvent­
ed by the recent work by Sen et al., 12 i.e., by using the modi­
fied Weyl geometry, called the Lyra geometry. Horvath 13 

proposed the further-developed theory based on a general 
fundamental function ds = L (Xi, Xi)dt. One of his field equa­
tions is the generalization of the Lorentz equation 

Aijk = - !(Sijfk + ~k Ii + Skili)' (1.1) 
where 

Aijk = L (x, X)Cijk 

and Cijk is a v-torsion tensor of the Finsler space (see Sec. 2); 
Sij is a symmetrized stress-energy tensor. By contracting) 
and k in Eq. (1), we have 

Ai = - asik/aX\ 

which isjust the density of the Lorentz force of the field. Eq. 
(1) determines the y-dependence of the metric tensor gij (x, y). 
For this point Takano l4 proposed another type of equation. 
His equations are 
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S I S- T1int) 
Ij - YJrj - - K Ij , 

where Srj' S are v-Ricci curvature tensor, v-scalar curvature, 
respectively, and T~nt) is the internal energy-momentum 
tensor. In Sec. 4 we shall give another type of equation which 
determine x andy dependence of grj(x,y). 

Interesting papers have been published concerning the 
application of the Finsler geometry to high energy cosmic 
ray physics. 15 Asanov, 12 especially, developed the general­
ized Einstein equation based on a special type of Finsler met­
ric (Berwald-M06r type Finsler metrics). 

Further, the following application of the Finsler geome­
try seems to be possible. According to the theorem proven by 
Penrose and Hawking, 16 it is becoming clear that the big 
bang singularity of our universe about ten billion years ago is 
inevitable (at least classical-theoretically) if we accept the 
several physically reasonable conditions (e.g., the positive­
ness of the energy). Then the following problem arises natu­
rally. Is the big bang singularity inevitable even if the quan­
tum effects are taken into account? However, before 
considering the quantum effects, the following approach 
seems to be interesting. As was shown by Horvath, 5 

Yukawa's non local theory can be described by the Finsler­
type geometry and it seems nautral to consider that, near the 
big band, the universe is highly condensed and thus it may be 
considered as a giant elementary particle. Therfore, the uni­
verse may be described by the Finsler-type geometry. Now if 
we accept this possibility, we have to investigate the causal 
structure in Finsler-type spacetime. 17 We shall discuss this 
point in Sec. 3. Since the underlying manifold of the Finsler 
geometry is a tangent bundle, it is quite reasonable to investi­
gate the structure of the tangent bundle. In Sec. 4 we shall 
investigate such problems. 

The style of this note is the following: In Sec. 2 a brief 
summary of the concepts of the Finsler geometry is given. 
However, the method in this section is slightly more general 
than the usual one, i.e., we shall obtain a Cartan-like connec­
tion for the slightly generalized Finsler-type metrics. In Sec. 
3 the causal problem of the Finsler-type metrics is discussed 
in connection with physical grounds. Section 4 is devoted to 
the lifted Riemannian metrics in the tangent bundle and also 
a new Einstein-type equation is presented. Section 5 is devot­
ed to the complex manifold structure of the tangent bundle. 
It seems interesting to consider a tangent bundle as a com­
plex manifold. Section 6 contains concluding remarks. In the 
appendices problems concerning the generalized Finsler me­
tries are discussed. Also the relation between the I-form type 
Finsler metrics and the isosymmetry is discussed. 

2. FINSLER GEOMETRY 

We begin our discussion of the Finsler geometry by gi­
veing a "model" of Finsler space by quoting the sentences 
from the letter ofP. Finsler to M. Matsumoto. We believe 
that the model helps us to imagine what Finsler spaces are. 

In der Astronomie misst man die Entfernungen gerne in 
einem Zeitmass, insbesondere in Lichtjahren. Nimmt man 1 
Sekunde ais Einheit, dann sind die Einheitsflachen Kugein 
mit einem Radius von 300,000 km. Zujedem Punkt im 
Raum gehort eine soiche Einfernungen und damit die Geo-
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metrie im Raum, im einfachsten Fall die eukiidische. Wenn 
aber die Lichtstrahien ais "kurzeste Linine" in Gravitations­
feidern gekrummt veriaufen, wird man eine Riemannsche 
Geometrie erhaiten. Ebenso kann in anisotropen Medien die 
Lichtgeschwindigkeit von der Richtung abhangen, die Ein­
heitsflachen sind dann keine Kugein mehr. Nun misst man 
auch im Gelande auf der Erdoberflache die Entfernungen oft 
in einem Zeitmass, etwa in Gehminuten (so die Angaben auf 
Wegzergern). Die Einheitskurven (fur 1 minute als Einheit ) 
konnen allgemeine Kurven sein, auch ohne Mitteipunkt (da 
man in 1 Minute aufwarts weiniger weit kommt als abwarts); 
sie definieren eine "allgemeine Geometrie," die ein wohl nicht 
sehrexaktes, aberdoch anschauliches "Modell" darstellt. Die 
"kurzesten Linien", auf denen man am schnellsten zum Ziel 
kommt (etwa zu einer Bergspitze), konnen kompliziert verlau­
fen. [Note: Allgemeine Geometrie = Finsler geometry, 
Einheitsflachen = indicatrix.] 

The model is illustrated in Fig. 1. 
First we explain the concept of the Finsler connection. 

In Finsler spaces, quantities depend on both the position 
coordinate (Xi) and the direction vector (yi). The coordinate 
transformations are defined by 

(2.1) 

and thus if there exist the quantities N" i (x, y) which trans­
form, under the coordinate transformation (2.1), according 
to the rule 

y a
2x a =Nk ax

u -Nac axe, 
axjaxi 

I axk ax' 

we can define a covariant differential operator by 

~-~ _Nik~' (2.2) 
bxk axk ay' 

When b Ibxk acts on a scalar functionf(x, y)./, -bj!bxk 

defines the vector quantity. 
Next if there exist the quantities F, kj which transform, 

under the coordinate transformation (2.1), according to the 
rule 

FC axk =pk axi ax + a
2
xk , 

a h axc I J aX" axh axuaxh 

then, for a vector u', the following quantity derived from u' is 
the tensor 

FIG. 1. Mt. Fuji 
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i ~ il·~ j + kF i u IJ=UU uX U k j' 

That is to say, in Finsler spaces, the pair (Fk j, N j) defines 
the covariant derivative with respect to Xk. N j are called the 
nonlinear connection parameters. 

In a Finsler space we also have the derivative with re­
spect to yk. From the transformation formulas (2.1), for a 
given vector ui

, the following quantity is a tensor: 

UillJ=ouiloyj. 

However, more generally, by using the tensor quantities 

C/k , 

uiL=ouiloyJ + ukC/J 
also define a tensor quantity. 

We shall call the tripletFF = (F/k' N i
k, C/k ) a Finsler 

connection. In the following we shall determine the Finsler 
connection FF from a given Finsler-type metric tensor 
gij (x, y) by imposing the several conditions of the Finsler 
connection. 

Before determining a Finsler connection FF we shall 
explain the Finsler metrics. Assume that we are given a dif­
ferentiable manifold M which is equipped with a line element 
ds = L (x, dx). The function L (x, dx) is called thefundamen­
talfunction and should be homogeneous of degree 1 in dx. 
The Riemannian spaces are the special cases of the Finsler 
spaces which correspond to the ones being equipped with the 
following special type of fundamental functions, 

ds2 =gy(x)dxidxi-L 2(X, dx). 

In this special case the metric tensor of the space is defined 
by 

I ilL 2 

gij(X)==T odxiodxJ (2.3) 

In Finsler spaces, we define analogously the metric tensor 
gij(x, dx), which corresponds to the given fundamental func­
tion L (x, dx), by Eq. (2.3). However, in this general case the 
metric tensor gij depends on both x and dx. From the homo­
geneity property of L (x, dx) in dx, from now on we shall use a 
vector y instead of an infinitesimal vector dx. Thus we may 
write 

(2.4) 

where the subscript on L denotes defferentiation with re­
spect to y. Usually the Cartan connection is defined by using 
the metric tensor given by (2.4). Here, however, we shall 
derive a Cartan-like Finsler connection for a slightly more 
general Finsler-type metricgij===LLij - aLiLj' where a is a 
scalar function of x only (the usual Finsler metric corre­
sponds to the case a = - I). By imposing the metrical and 
the torsionless conditions, Fr is determined. IS In the follow­
ing we shall set Ni equal toykFk i. 19 The metrical condition 
means gij I k = giJlk = 0 and the torsionless condition means 
C/k = Ck i, F/k = Fk i. From these conditions one can de­
termine FF as follows: From gij I k = 0, we get 

Paying attention to the relations 
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gij =gij - (I +a)LiLj' gij=LLij + LiLj, 

we have 

O(k)gij - (1 + a)(LikLj + LiLjk ) = gi,C/k + gj'C/k, (2.5) 

(In the following the quantities with tildes denote the corre­
sponding quantities derived from the Finsler metric gij)' 
From (2.5) we obtain 

C ' C- , 1 + a, 'L i k = i k + -- ik' 
a 

Next we consider the condition gijlk = OF. From this equa­
tion we have (F/k -g'fj,k)' 

2Y,)k = 2Fijk + N'kO(,)gij + N'A'lgjk - N'jOI,)gik' (2.6) 

where 

2Yijk = Oigjk + Okgij - 0jgik (oi-oloXi). 

MUltiplying (2.6) by / and using the relation yiO(,)gij 
- (I + a)LLj,. we have 

2YOjk = (I - a)~k + (I + a)Nkj - a(1 + a) 

X (LjL,N'k - LkL,N'j) + N'OO(,)gjk' (2.7) 

where the subscript 0 means the contraction with/, e.g., YOjk 
yiy ijk' 20 From (2.7) we have 

YOjk + YOkj = ~k + N kj + N'aO(,)gjk' 

a-I(YOjk - YOkj) = N kj - ~k - (I + a) 

X(LjL,N'k - LkL,N'j). 

From (2.8) and (2.9) we get 

2Nkj = (I + a-I)YOjk + (I - a-I)Yokj 

(2.8) 

(2.9) 

+(1 +a)(LjL,N'k -LKL,Nj)-N'oo(,)gjk' 
(2.10) 

Next multiplying (2.6) by YJl and y)l, we obtain 

YOjO = - agj,N'o, 

Yook = - aLL,N'k' 

(2.ll) 

(2.12) 

respectively. By Eqs. (2.6), (2.10)-(2.12) we can determine 
Fijk from Yijk' These formulas reduce to the usual Cartan 
connection if a = - 1. The properties of the metric which 
corresponds to the a = I case will be discussed in the au­
thor's forthcoming paper. IS 

Ifa = - 1 we have (gij =gij), 

C/k = C/k , 

2Fijk = 2Yijk - N'kO(,)gij - N'iOl'lgjk + N';O(,)gik' 

2Nkj =2Yokj -NraO('lgjk' 

NjO = YOjo' 

In the following we shall develop the Finsler geometry for 
this special case a = - 1 (we shall drop the tilde from gij)' 

In analogy to the Riemannian case, covariant deriva­
tives are defined by 

K i ~Ki/~ k+KrF i KiF' jlk ==U j uX j r k - r j k' 

K i I-O'/(i/~k+'/('Ci '/(iC' jk= jdy j,k- ,jk' 

where [see (2.2)], 
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D a a 
oxk=axk -Nrk ayr' N

r
k yaFa

i
k· 

Corresponding to the Riemannian case, one can obtain 
the Ricci identities. In the Finslerian case, however, there 
are three types of Ricci identities. Here we consider only the 
Cartan connection: 

i i rR i 'I R' u Ulk - U Ik Ii = u r jk - U r jk' 

u'li Ik - u'lk Ii = Urpr'~k - UilrCjrk - uilrPjrk' 

u' Ij I k - ui I k Ij = urSr ~k • 

Curvature parts and torsion parts 

The curvatures are given by21 

. {DF i } 
R/jk = @ijk D:: + F/jFsik + C/sR Sjk' 

Prijk ( giaP/jk) = @iri{Cikjlr + CrjaPi\}, 

Srijk( giaSr ajk ) = @ijk {Crka Ci aj }. 

The torsions are given by 

R ~k = RO}k> 

pip i Cia aFa } f: j k = Ojk = j k 1 0 = Y -- (see Re s. 14 and 15). 
ayk 

In the Finsler spaces there are many Bianchi identities. 
For our case the independent Bianchi identities are 

@ijkl{Rh ~k II + Ph iJrR rkl } = 0, 

@ijkl{R/kl - C/rR rkJ = 0, 

@ijk {Ck hili + C/rPk ri - Pj \J = 0, 

@ijk {R/jrCk'i + p/jrPk ri + P/kiU } + SI\rRrij 

+ Rlhjk Ii = 0, 

@ijk {Pl
h ij Ik - PI hrk Cirj - SI hrkPirj} + SI hjk Ii = 0, 

@ijkl {S, hjk II} = 0. 

These identities are obtained, taking account of the Ricci 
identities, by the usual methods. 

We conclude this section by giving an example of a spe­
cial type of Finsler space. [For further details of the special 
Finsler spaces the reader should consult suitable books (see, 
e.g., Matsumot022

)]. 

The example we give here is the space which is derived 
from the following fundamental function: 

L (x, y) = tyty2yV J 1/4,(*) 

or, more generally, 

L (X,y) = Ltr, [h f(x)yi]r
4
,(**). 

The peculiar property of these metrics is the following: 

(a) C,=C/j =0. 

The metric has the further following properties: 

(b) R hijk = 0, Phijk = 0. 

The properties (a) and (b) will be used in Sees 4 and 5. 
The metric (*) is an example of the following locally­

Minkowski spaces. The 10cally-Minkowski spaces are the 
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Finsler spaces whose metric tensors are, if we choose the 
suitable coordinate system, independent of the space coordi­
nate (x'). The condition for a given Finsler space with the 
Cartan connection to be a locally-Minkowski space is, as is 
well known, 

3. CAUSAL PROBLEM IN FINSLER SPACES 

To see what kind of situations occur in the Finsler-type 
spaces, we use a special type of generalized Finsler metrics 
which have some interesting properties. 

A usual Finsler metric is the second-rank tensor de­
rived from a fundamental function L (x, y) by the equation 
LLij + LiLj (see Sec. 2). However this definition, becomes 
too restrictive in some cases and we have to extend the con­
cepts of the Finsler metrics. 5 Since the most essential point of 
the Finsler metrics is their dependence on the directional 
coordinates (y'), we may call a symmetric tensor gij(x, y), ho­
mogeneous of degree zero in y, a generalized Fins/er metric 
(GFM) if it is a nondegenerate tensor. One type of GFM 
appears naturally in the following theorem: 

Theorem: Let gij(x, y) be a usual Finsler metric and 
gij(x, y) be the tensor derived from gij (x, y) and the unit vector 
field ni(x, y), positively-homogeneous of degree ° iny defined 
by the equations 

gij(x, y) = g'j(x, y) - 2n,(x, y)nj(x, y). (3.1) 

The gij(x, y) is the usual Finsler metric if and only if the 
ni(x, y) are y-independent. 

As an example of a GFM we examine the following 
indefinite metric gij = LLiJ - L,Lj; this metric is the a = 1 
case discussed in Sec. 2. It is also the GFM derived from a 
usual Finsler metric by Eq. (3.1) with the choice of 
n, = yJ L, and it is an interesting GFM for the following 
reasons: (a) it is an indefinite tensor; (b) almost all of the 
properties of the usual Finsler metric LLiJ + LiLj remain 
true without or with slight modifications; 18 (c) L -2giJ is con­
formally invariane3 (d) Horvath-M06r's24 methods of ob­
taining the connection parameters are not applicable. 

The observable property of this metric tensor is that 
every vector X' is timelike if we define the causality by the 
condition that gij (x, X)X iX j is negative; however, for a fixed 
y, gij(x, y) is the indefinite Riemannian metric tensor. How 
should we interpret such metrics? It seems that this kind of 
feature is not peculiar to the GFM but also to the usual 
indefinite Finsler metrics. We think that, without specifying 
y, we cannot obtain the physically reasonable causal rela­
tions in Finsler (or Finsler-type) spaces.25 In the following we 
shall discuss such a problem. 

In contrast with the case of the Riemannian metrics, the 
number of candidates of the lightcone may not be two in 
Finsler-type metrics. This kind of property was first dis­
cussed by Beem26 and he investigated the causal structure of 
the two-dimensional Minkowski spaces in great detail. To 
begin with, we first review his approaches. 

Suppose M is a four-dimensional differentiable mani­
fold, and the Finsler metric gij (x, y) is assumed to have signa­
ture + 2, i.e., for any (x, y) it has three positive eigenvalues 
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and one negative one. Let Xo be the fixed point and Yo be the 
given vector at Xo such that L (xo, Yo) = - 1. Construct a 
simple convex neighborhood U (xo) about Xo by {xEM IL (x, 
Yo) <OJ. LetKI(x) be the connected component of !ylL (x, 
y) = - IJ that contains kyo for some k > O. Next he defined 
a future lightcone B (x) by! 8y\yEK I (x), 8ER+}. Beem de­
fined the causal relation as follows. For p, qeU(xo) define 
p < q if there is a solution xIs) of the following geodesic equa­
tion in U (xo) [with the initial conditions x(O) = p, x(so) = q 
and x'(O)eB (p)J: 

where r / k is the Christoffel symbol of the metric g Ii [see 
(2.6)]. On the basis of these preliminaries he showed that the 
relation < is actually the partial ordering on M. 

The essential point of the Beem's arguments is how to 
define the directional field (y). Since a metric tensor in the 
Finsler spaces depends on both the position coordinates and 
the directional coordinates, the metric tensor has no mean­
ing if we do not specify the directional variable (y). Beeni 
performed this by using the continuity of the fundamental 
function L (x, y). Though Beem's definition is an attractive 
one, it has a flaw from the physical point of view (see discus­
sion below). 

First of all, if we want to consider the Finsler metrics as 
a model of the spacetime, fundamental physical experiment 
is the measurement of spacelike separations by using a lamp 
and a clock. Before considering the Finslerian case, we first 
examine the Riemannian case and then proceed to the Fins­
lerian one. 

Usually spacelike separations are measured as fol­
lows27

: Let Cbe a world line of a clock on which we are lying. 
At the event P we emit a photon to a mirror and at the event 
B it is reflected by the mirror; then we receive it at the event 
Q on C. Let 7 1, 72 be the proper time intervals between P and 
A, A and Q, respectively. Then the separation between the 
events A and B is C(7IT2)I!2 (c = velocity of light). This mea­
surement can be performed because the concept of the light­
likeness has already been defined. The lightcone is, here, 
defined by using the usual Lorentz metric TJij = diag( - 1, 1, 
I, I). However, in the case of the Finsler-type spacetime, the 
metric tensor gij(x, y) depends on, even locally, the direction­
al variables and thus there are two possibilities in defining 
the causality: 

(I) Vi will be called null if gij(x, y) ViVi = 0 for some 
fixed y (relative definition), 

(II) Vi will be called null if gij(x, V) ViVi = 0 (absolute 
definition). 

Which should we take as the definition of the Iightlikeness? 
Beem took (II) as the definition oflight. Ifwe take (I) as the 
definition of the Iightlikeness, the method used above for the 
Riemannian case is also applicable and we can measure the 
spacelike separations. However, if we take (II) as the defini­
tion of the lightlikeness, it is impossible to measure the spa­
celike separations by the method used above because, if we 
apply the method, we can obtain only two equations for the 
four components I i as shown below: 

999 J. Math. Phys., Vol. 22, No.5, May 1981 

(3.2) 

7/gij(A, TJ)eiei - 27zgij(A, TJ)eiU + gij(A, TJ)Nj = 0, 

where ei, S i, and TJi are the unit vectors in the directions PQ, 
PB, and BQ, respectively. However, the length AB is de­
fined by (I = AB is taken as the element of support) 

(3.3) 

so we cannot determine AB from Eqs. (3.2) since the direc­
tional arguments of (3.2) and (3.3) are different. The above 
arguments show the necessity of defining the causal relations 
by (I). That is, we have to fix an element of support indepen­
dently of the individual motion of a particle (or a reference 
system) if we consider the causality relations very seriously 
(cf. Takan05

). 

Then if we take (I) in defining the causal relations, how 
should we fix an element of support (y) in gij(x, y)? One easy 
way is to chose an absolute parallel vector field asy, although 
this choice of y restricts the base Finsler space because the 
Finsler spaces with the absolute parallel vector field should 
have zero h-torsion tensor, i.e., R ~k = O. Though this condi­
tion is very restrictive, it attracts us because it is known that 
in this special Finsler space, we can easily construct the Ein­
stein-type tensor by contracting the Bianchi identity in 
Finsler space. Here we briefly sketch the construction I4

•
2R

• 

Let us define the Einstein equation in Finsler space by 

R ij _ ~ijR = KTij, 

where R ij is the h-Ricci tensor in the Finsler space and Tij is 
the energy-momentum tensor. Now by contracting the fol­
lowing Bianchi identity 

@)jkl {R h ~k (I + Ph J,R 'k/} = 0, 

we have 

(Rij-~ijR)[j=U'" 

where 

U - I amp b R n 
i - !!8' a (mn bi) • 

Hence we get 

Tiju = (I/K)U i
• 

If there exists an absolute parallel vector field, then R II. = 0 
. J 

and hence U' = 0, i.e., the energy-momentum is 
conserved,z9.30 

Based on the previously given arguments on the photon 
reflection experiments, henceforth we shall take (I). The next 
problem is how to choose an element of support (y). There are 
many ways of choosing an element of support. One way is, as 
was stated previously, to choose an absolute parallelism as y. 
Another way is to consider that the quantities in Finsler 
spaces depend intrinsically ony, e.g., the motion of a particle 
in Finsler spaces is described by the pair (x,y). This possibil­
ity is interesting; however it is difficult to develop the causal 
relation for such a case because the metric tensor for such a 
case has two negative eigenvalues. 31 So in this paper we con­
sider only the space with the absolute parallelism as the can­
didate of spacetime (see, e.g., Horvath5

). In Finslerian theory 
the physical quantities depend on both the position coord i-
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nate (x) and the directional vector (y). In such theory it is 
natural to consider that the field equations should be derived 
from one variational principle, i.e., not from two, the equa­
tion for x-parts and the one for y-parts. In this respect, it is 
interesting to investigate a theory in tangent bundles. In the 
next section we shall investigate such a theory based on the 
assumption R 'jk = O. 

At the end of this section we mention the Asanov's met­
ric. Asanov 15 fixed an element of support by using a tetrad 
system of the underlying manifold, i.e., he setym equal to 
h mIx) = ~A h :;,(x), where I h :;'(x) I is the tetrad system at x. 
From a relativistic point of view, we think that we have to 
determine a tetrad system I h :;'(x) J from some field equations 
which play the same role as the Einstein equations do in the 
Riemannian spacetime metric tensor gij(x) (cfRef. 32). For 
this purpose, how about lifting a one-form metric33 to a tan­
gent bundle? That is to say, how about considering the Ein­
stein equations in the tangent bundle which is equipped with 
a lifted Riemannian metric? By equating the Ricci tensor in 
the tangent bundle to zero (i.e., the vacuum case), we have 
the equations C, = 0 and the differential equations of the 
co torsion tensor 

K 'jk = !g,a{gba Tk bj + gjb Ta b k + gkb Ta bj }. 

To solve these equations, we may put the fundamental func­
tion L (x,y) into the Asanov type metric (see Sec. 2). 

4. LIFTED METRIC AND EINSTEIN TENSOR IN A 
TANGENT BUNDLE 

Lifting of a Riemannian metric to a tangent bundle was 
originated by Sasaki34 and the concepts were generalized to 
the Finslerian case by several authors. 35 We briefly summa­
rize the concepts. 

Let gij(x, y) be a Finsler metric on a manifold M. The 
lifted metric on a tangent bundle is defined by36 

ddl = Guf3dxudxf3 = gijdx'dx + gijDiDyi, 

where 

Dy'=d/ + N'jdxj
, 

(x") = (x', i) (i,j=l, ... ,n) (a,/3=I, ... ,2n), 

and N 'j are the nonlinear connection parameters (see Sec. 2). 
We shall also use the indices with the parentheses (i) = n + i 
(e.g., x UI = i). Here, however, instead of calculating the 
Ricci tensors with respect to the basis (a / ax" J ' we shall cal­
culate them with respect to the nonholonomic basis intro­
duced by Yano and Davies. 35 They introduced the following 
basis in the tangent bundle: 

Xu = {X" Xiii}' 

X, = a/axi - Nj,a/ay, XI'I = a/ay'. 

The basis (Xu J is the dual basis to the I-forms [dx', DiJ. 
The components of the metric tensor relative to the basis 
(X" J are 

Guf3 =e; ;) 
The basis (Xu J do not commute with each other (i.e., are 
nonholonomic ), 
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[Xa' Xf3 ]-na Yf3Xy • 

The Riemann-Christoffel symbols are defined by 

V x"xf3 =r" Y f3 X y , 

and by the torsion less condition, these quantities are related 
to the nonholonomic object n" Yf3 by 

raY!l -rf3
y
" =n"Y(J' 

The components of the curvature tensor relative to the non­
holonomic basis [X" I are obtained from the following cur­
vature form: 

R(X, Y)Z= [Vx' Vy]Z-V/x.y/Z. 

By a simple computation we have 

Rf3"tiy =@)y/i{Xy r li "f3 + r l/ f3 r y".} 

-nY'lir,"(J, 

where Rf3 "liy are defined by 

R (Xl" X Ii )Xf3=R/'oyX". 

The Ricci tensor and the scalar curvature are defined by R"(J 
-R"Yf3y andR =G"f3Raf3 respectively. 

The Christoffel symbols were calculated by Y ano and 
Davies35 and the results are (here we shall change the nota­
tions for those used by Matsumot022

) 

rj h, = Fj hi' 

r VI h, = Cj h, + ~a R pa' 

r/UI = C/' + !ghaRija, 

rVI\1 =pj
h

" 

r/ h
), = _ C/ j - ~R hU' 

r VI Ih I, = - Pj hi' 

r (hi - Fh 
j ti} - j l' 

r (hi - C h 
VI UI - j j' 

The nonzero nf3 a y's are 

n(r) = _ R r .. = _ n(r) 
I J Jl } I' 

n Irl - F r + P r - n (r) , VI - 'j j j - - VI ,. 

Using these Christoffel symbols, we have the following 
Ricci tensors and the curvature scalar (quantities without 
bar and latin indices are the Finslerian quantities): 

JZk = !(Rjk + R kj ) + !(~Ik + Pk Ii) - Pk r,Pr 'i 

+ Sjk - C/k I, - C;'kCr', 
+ !(C/,R rka + Ck arR ria) + !gumR'jaR rk", 

RW =CklJ -Cj1k +!(gimRjkmlj +R'kIPr'j +prRjrk ), 

RVllkl =Sjk -C,jC/k -~·Ik +P/k1i 
- PrP/k + u(mgwRjimRkar' 

R = R + 2S - 2Ct - 2C/k Cj/ + 2pl 1i - P/kPi/ 

- prPr + Wk~mRrkmR rja' 

where 
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R g'kR/kl' 

S _gkS/ki1 
pi girpr' P r =P/i' 

Ci_gircr , C r C/i · 

The curvature scalar R red uces to the Riemannian one in the 
case that the metric tensor gij is a Riemannian metric, i.e., 
C ijk = 0. 

Now we shall construct the Einstein tensor in the tan­
gent bundle by contracting the Bianchi second identities. 
Then the Einstein tensor E a{J in the tangent bundle is defined 
by 

E a{J =R- - IG a{JR­
- a{J 2 • 

The Einstein tensor E a{J obviously satisfies the following di­
vergence1ess equations: 

Ea{J;u = 0. 

These equations are the coupled differential equations on the 
Finslerian curvature tensors and the Finslerian torsion ten­
sors. The Einstein equations in a tangent bundle are now 
defined by 

EU{J = TU{J, 

where TU{J is the energy-momentum tensor in the tangent 
bundle and should satisfy the energy-momentum conserva­
tion equation Ta{J;a = 0. 

Now let us write down the vacuum Einstein equation in 
the tangent bundle, i.e" Ta{J = 0. In this case E a{J = ° are 
equivalent to R up = 0. By decomposing the Ricci tensor 
R u{J with respect to the homogeneous degrees iny, we have 
the following seven equations: 

Rjk + R kj + C j a ,R rka + C k arR rja 

+ P jlk + P k Ii - 2Pk raPr aj = 0, 

gGmRjkmla +RrkaP,aj + Rjrkpr= 0, 

gUmRrjaR 'km = 0, 

grmgiGRjimRkar = 0, 

C j /" + CrC/k = 0, 

Ckli - ~Ik =0, 

~rk Ir - PrP/k = 0. 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

Multiplying (4.5) by y', and summing inj, also noting the fact 
that y' I k = 8L we have 

Ci = 0. (4.5') 

Then Eq. (4.6) is automatically satisfied. By Eqs. (4.1) and 
(4.5') and noting the following relation derived from the 
Bianchi identity for Ci = 0, 

Rjk - R kj + C k arR 'ja - C j arR rka = 0, 

we have 

(4.1') 

Conversely, if (4.1') holds, then (4.1) is satisfied. Other equa­
tions can be simplified on account of the identity Ci = 0. 
Resultant equations are 
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Rjk + C k arR rja - P k raPr aj = 0, 

~mRjkmla + R rkaPr aj = 0, 

grm~b R jbm R kar = 0, 

~mRrjaR rkm = 0, 

prjklr = 0, 

Ci=o. 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

To solve the set of equations (4.8), ... , (4.13) we assume 
that R ijk = ° (cf. Sec. 3). Then Eqs. (4.8), ... , (4.13) can be 
drastically simplified. 

First we notice the following relations between the Ber­
wald's curvature tensor H hijk and the Cartan's curvature 
tensor R hijk (see Matsumot022

): 

R hijk = H hijk + ChirR rjk - P hijlk + P hik Ii - Qhijk' 

where 

Qhijk = PhrjP/k - PhrkP/j" 

If R rjk = 0, then H hijk = 0. If we consider the following 
identities 

H hijk - H ihjk = 2(Rhijk + Qhijk)' 

H hijk + H ihjk = 2(Phijlk - P hik Ii) - 2Ch riR rjk , 

we have 

R hijk = - Qhijk, 

P hijlk - P hik Ii = 0. 

From (4.15) we have 

P hlk =Phrklro 

If further Ci = 0, then we get 

Phrklr=o. 

From (4.14) we have 

R hijk = PhrkP/j - PhrjP,'k' 

and hence we obtain 

R hj =PharParj -Phrjpr. 

If Ci = 0, then we have 

(4.14) 

(4.15) 

(4.16) 

R hj - Ph arPa 'j = 0. (4.17) 

From these formulas the independent equations in (4.8), ... , 
(4.13) in the case of R rjk = ° are only (4.13). 

Finally we give the example of the solution of the Eqs. 
(4.13) and R }k = 0. It is known that the following Finsler 
metric satisfies these equations (see Sec. 2). 

L (x,y) = [yly2y3y4J 1/4. 

This type of Finsler metric was fully investigated by Asanov 
in his generalized relativity theory. 15 

In next section we shall show that this type of metric 
can also be obtained from the complex-manifold structure of 
the tangent bundle. 

5. COMPLEX MANIFOLD STRUCTURE OF TANGENT 
BUNDLE 

The complex-manifold structure of spacetime has been 
investigated by several authors (see, e.g., Newmann et af. 37). 
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They used the complex structure of spacetime, however, in a 
rather artificial or abstract way. Penrose3

? discussed the con­
nection between the complex-manifold structure of space­
time and the quantized theory of gravitation. In this section 
we try to relate tangent bundle to complex-manifold struc­
ture. This relation is based on the fact that the dimension of a 
tangent bundle of spacetime is precisely eight and therefore 
each point p of TM can be coordinatized as (Xi, yi) or Zi = Xi 
+ ( - I )li. However this representation of Zi(P) is not a co­
variant one and the purpose of the following discussion is to 
try to find the covariant way of representing a point in TM as 
Zi = ui + ( - 1 )lvi. If this representation is achieved we shall 
be able to give the realistic image of complex manifold 
structure. 

Before doing the program we explain complex mani­
folds. Complex manifold M will be defined analogously to a 
differentiable manifolds. However, in this case a chares 

(Ua, ifJo) is the following: 

Ua : an open set in M, 

ifJo: a homeomorphism from Uat0<Pa(Ua)CC", 

and the set of charts (Ua, ifJa )aE~[ is an atlas if 

ifJaifJ(3 ~ [ is a holomorphic function from 

ifJ(3( U(3nUa ) to <Pa (UanU(3)' 

In a complex manifold, pEM can be coordinatized by the 
complex numbers (Zi(P))EC". Let ui and Vi be the real and 
imaginary parts of Zi respectively. In a complex manifold we 
can define a complex structure J by 

J(~)-~ au' - av" J(~)= -~, 
av' au' 

or, equivalently, by 

J(~) = (_1)1/2~, 
az' az' 

where 

~=~(~ -(-1('~). 
az' 2 au' av' 

Of course a complex manifold is a differentiable manifold 
with the coordinates (u', v'). Then, conversely, what kind of 
differentiable manifold can be considered a complex mani­
fold? It is trivial that such a manifold should have even di­
mension. If there exists a (1, 1 I-type tensor field J In a differ­
entiable manifold, such that Jx 2 = - Ix (1 x is an identity in 
M x), the manifold is said to be an almost complex manifold 
and J is called an almost complex structure on M. The al­
most complex manifold is actually a complex manifold if and 
only if J is the complex structure. The condition for a given 
almost complex structure J to be a complex structure, i.e., 
for J to be integrable, is the vanishing of the following torsion 
tensor N defined by 

N(X, Y)=J[X, Y] - [JX, Y] - [X,JY] 

-J [JX,JY]. 

This is the famous theorem due to Newlander and 
Nirenberg?9 

Now we return to our case. Following the notations in 
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Sec. 4, we define Z, and Z, by 

Z, = ~{X, - (- l)IXuJ, 2; = !{X, + (- l)IX(iJ 

An almost complex structure in the tangent bundle can be 
defined by 

J(Z,) = (- l)IZ" J(2;) = - (- 1)12;. 

The almost complex sturcture J is not, in general, a complex 
structure. The condition for J to be a complex structure is, by 
the theorem due to Newlander and Nirenberg,39 (see also 
Ref. 40) [Z" Zj] =ftZk for some functionft. In our case 
the condition can only be fulfilled if R ~k = 0, i.e., the under­
lying Finsler space possesses an absolute parallel vector 
field. On physical grounds (see Sec. 3) we shall assume that 
the condition is fulfilled. Then there exists a complex coordi­
nate system I z' = u' + ( - 1 )ldJ such that 

J(:U,) = :Vi' J(:Vi) = - :Ui' 
We can further show that the lifted metric metric in the 
tangent bundle can be expressed in the form (this is a conse­
quence of the integrability condition and the fact that the 
connection is Cartan-type) 

G = 2Hundzldzm = 2 a
2

L 2 dzldzm. 
azlazm 

Let H = det(Hun ); then the Ricci tensor can be expresses as3S 

a21nH 
K ----

1m - azlazm' 
As a vacuum Einstein equation, we set Kim = O. For the 
general case the relation between two coordinate systems 
(x', i) and (u i, Vi) is very complicated (we have to solve a set of 
nonlinear differential equations) and thus here we only con­
sider the locally-Minkowski case.22 In this special case (Xi, yi) 
itself forms a complex coordinate system, and Kim = 0 is 
equivalent to Cmlll = O. Hence we have Cm = 0 and this 
equation has a solution 

L (z, Z) = ~{IJ(i' _ zk)} 1/4. 

(See the last paragraph in Sec. 4). 
This is in contrast with the Riemannian case because 

the tangent bundle TM equipped with a Riemannian metric, 
which is the lifted metric of the "Riemannian" metric in M, 
can only be a complex manifold when the Riemannian met­
ric in M is locally flat. In this respect we shall be able to 
construct the curved complex manifolds from a given tan­
gent bundle which is equipped with a lifted Finsler metric. 

6. CONCLUDING REMARKS 

We have developed the Finslerian relativity based on 
the tangent bundle in previous sections. However these in­
vestigations are only concerned with the c1assicallevel. Here 
we shall consider the way of quantizing our theory. Recent­
ly, complex manifold technques have been under active in­
vestigation3

? and, as was discussed by Penrose, in connection 
with the twistor theory,41 a complex manifold reveals quan­
tum level theory (see also Refs. 37 and 42). To apply Pen­
rose's methods we shall have to investigate the spinor theory 
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in Finsler spaces in more details. Another interesting way of 
relating the Finsler geometry to quantum theory is "geomet­
rical mechanics" due to Synge. 13 His methods are based on 
the dual relations between the Lagrangian formalism and 
the Hamiltonian one. Finsler geometry is well suited to the 
Lagrangian formalism and the Hamiltonian formalism is 
suited to quantum theory. Therefore we might expect that 
the Finsler geometry plays an important role in quantum 
theory. In this respect the paper of Kern 44 seems to be useful. 

We end this paper by this final comment. As was quoted 
in Sec. I, Drechsler's geometrical approach of gauge theory 
resemble the Finslerian aspect offield theory. In considering 
particle physics, the carrier manifold is usually assumed to 
be Lorentzian. To investigate the composite nature of part i­
cles such an assumption seems to be reasonable in the Fins­
lerian aspect, the assumption corresponds to a locally-Min­
kowski space. Therefore it is interesting to investigate the 
locally-Minkowski space (e.g., [Y'y2y3y4J'/4) as the model 
that describes the composite nature of the particles (see Ap­
pendix C). 
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APPENDIX A 

In this appendix we shall present some of the properties 
of a generalized Finsler metric gij = LLij - LiLj without 
proofs. In the following we shall use the same notations as 
those used in Sec. 2. 

The torsions and the curvatures are given by: 

R)k = RO~k' 

Pj ik = POlk = Cj ik 10' 

Phkji = Pjki I h - Pjhi I k + ~(C;hr + Chjr)Pk ri 

- ~(Cjkr + Ckjr)P/i + ~(Chkr - Ckhr)P/i 

= Cjik Ih - Cjhilk + ~(Cjhr + Chjr)Pk ri 

(AI) 

(A2) 

- !(C;kr + Ckjr)Phri + !(Chkr - Ckhr)P/i' (A3) 

The h-curvature Ri hjk and v-curvature Si hjk are given by the 
same forms as in Sec. 2. 

By (A2) and (A3) we can easily prove the following 
theorem. 

Theorem: The generalized Finsler metric g ij 
= LLij - LiLj is locally Minkowski (Le., there exists a co­

ordinate system such that Jigjk = 0) if and only if 

Rijkl = 0 = Cijklo' 

APPENDIX B 

In this appendix we shall discuss the way of obtaining 
one of the metrical connections of G FM. We, of course, call 
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a symmetric nondegenerate tensor gij(X, y) homogeneous of 
degree zero in y a generalized Finsler metric. Moor45 dis­
cussed the connection for GFM. However he did not give the 
explicit form of Fj i k' Here we give one way of obtaining the 
metric connection for arbitrary GFM. 

We shall be able to determine the v-connection param­
eters C/k by the metrical condition gij I k = O. However, for 
the physical applications we want a Cartan-type connection 
so in this appendix we proceed according to the following 
line. First we define the functi0l!.f2(x,~) ~ gij(x, ylYY and 
define the reduced metricgij = LLij + LiLj . Corresponding 
togij we can obtain theCr= (F/k' N i

k , C/d. From now on 
we shall determine the metrical connection for the metric gij 
in the form 

Fjik =~ik +M/k, ~\ = M k
ij , 

N i
k = jljik + pik' 

C/k = ~ik + Q/k> Q/k = Qk)' 

By the metrical condition gij I k = 0, we can determine C/k 
as follows: 

C/k = ~ik + !,g"ir[V(k)gjr + VVlgrk - V(r)gjk)' 

where 

V(k) is the v-covariant derivative with respect to Cr. 
From the condition gijlk = 0 we obtain 

Vkgij + Vigjk - Vjgki = 2grj M;'k + pakJ(a)gij 

+ paiJ(a)gjk - pajJ(a)gik' 

where 

V k is the h-covariant derivative with respect to Cr. 
To solve these equations we shall assume that P j = O. Then 
we can determine the h-connection parameters as follows: 

Fjik = ~ik + Wr[Vkgjr + Vhgrk - Vrgjk ]. 

For given nonzero P ij we can also determine the h-connec­
tion parameters in a similar way. 

APPENDIXC 

In previous sections we obtained the fundamental func­
tion of the formF(y) = [y'y2y3y4J1I4• By a transformation of 
a basis in the tangent space at x, we have the more general 
fundamentalfunctionoftheformL (x,y) = Fl.h f(x)/). This is 
the special case of the I-form type fundamental functions 
(see Sec. 3). In this section we shall investigate the I-form 
type Finsler space, not restricted to the above type of I-form 
metrics,L (x,y) = Fl.h ~(xlYi)(F(kY) = kF(Y), 0 < k). The met­
ric tensor for a I-form type fundamental function has a spe­
cial form 

gij(x,y) = h r(x)h t(x)Hab(Y), 

where 

ya = h ~(xlYi 

I J2F 2(y) 
H b(Y) = ----'-....:.. 

a 2 JyaJyb' 

(CI) 

The decomposition (CI) can be interpreted as follows. Ifwe 
set up the observer's tetrad system at x by [h fIx) J, then we 
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can compensate for the (external) gravitational effects and 
we can observe the internal structure of the matter fields 
(Hab(Y))' The four quantities (ya) relate the external (x) and 
the internal (y) degrees of freedom in the form of the scalar 
combinations (h ~(x)y'). 

Let us assume that the metric tensor Hab (Y) has the 
signature - 2; then we can further decompose it as follows: 

Hab(Y) = ~(Y)e~(Y)llAB' 

where 

llAB = diag(l, - 1, - 1, - 1). 

(This is the case for the fundamental function of the form 
I Y I y2y3y4 J 1/4.)Sincethequantities y a are invariant under 
the coordinate transformations Xi~Xi, we may call the y­
space the internal space. As a tetrad system I ~ J in the inter­
nal space, we can choose, without loss of generality, 

e~(Y) = YJF(Y) (Ya = Hab y b). 

Since the physical fields are assumed to be homogeneous of 
degree zero in Y, we can only consider the fields on an indica­
trix 1= [ Y IF(Y) = 1 J in Y-space. Let u"(a = 1,2,3) be the 
coordinates in I; then the physical quantities are the func­
tions of (u"). Under the transformations of the coordinates 
ua -u a the internal tetrad system [~( Y) J transforms ac­
cording to 

" au" .B-L".B e ~ -- fO~ = fJfO. 
aufJ 

Since the tetrad system [~ J should satisfy the relations 

Hab = ~e:llAB' 
the coefficients L ~ should satisfy the relations which the 
generators of the usual 3-rotation group should obey. In 
these respects, the isosymmetry can be interpreted as the 
coordinate transformation of the internal space, i.e., one can 
express the isogroup in terms of the geometrical 
transformations. 
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1. INTRODUCTION 

The study of the classical nonlinear field equations is a 
means of obtaining insight into the structure of the corre­
sponding quantum field theories. Classical field theory is, at 
least, the zeroth order approximation to quantum field the­
ory. Therefore a detailed understanding of the solutions of 
the classical equations is an essential goal. 

In this paper we prove the existence, and in certain cases 
the nonexistence, of static solutions of certain model equa­
tions (see Sees. 3 and 4), including the well-known system of 
N. Rosen. I 

The methods used are an extension of those of Ref. 2. 
From the mathematical point of view, the novel feature here 
is the replacement of (1 - A ) by ( - A ), the negative Lapla­
cian. In addition, we consider coupled systems of equations 
and allow the coefficients to be variable, even singular. 

2. RESULTS 

By a solution u(x) we will understand a function, not 
identically zero, which is sufficiently small at infinity (so that 
certain integrals converge). We consider a quadratic form 

Qo(u) = ~ :i ak((r)Vudx)·\i'ul(x). (1) 
Ie.l~ I 

where aiel are certain functions of r = Ixl and akl = aile, 
u = (u I'"'' urn)' x = (xl, .. ,xn). V = (al, .. ·an). Let K (x,u) be a 
function. We consider solutions of the variational problem 

8 f[Qo(U) + K (x,u(x)] dx = 0 (2) 

(integration over all space R n). We may write the Euler equa­
tion as 

Aou(x) + K '(x, u(x)) = 0 in R n, (3) 

where we denote K' = aK / au and 

(AOU)k = f - V.[akIVud· (4) 
1~4 

Ifwe multiply (3) by u and integrate, we have 

2 f Qo(u) dx + f u(x)·K '(x,u(x)) dx = O. (5) 

(This identity and the following ones require the integrals to 
be finite.) We claim that 

alThe first author was supported by NSF Grant MCS79·0 1965. 

2n f K (x,U) dx - (n - 2) f u·K '(x,u) dx 

f [ 
aK aQo ] = - 2 r-(x,u) - r--(u) dx. 
ar ar 

(6) 

Identity (6) is a consequence of scale invariance. Let U;. (x) 
= A PU(AX), where p = ~(n - 2) and A > O. Then (Vu;. )(x) 
= A n/2(VU)(AX) and the Lagrangian is 

.2'(u;.) = f [Qo(x,Vu;.) +K(x,u;.(x)) dx 

= f [Q(~ ,VU(X)) 

+ A - PK (~ ,A. 2
PU(X))] dx. 

Hence a solution of (2) satisfies 

0=~1 .2'(u;.) 
dA ;.~ I 

J [ aQo aK K ,] = -r---r--n +2pu·K dx. 
ar ar 

Combining this result with (5) gives (6). Another deriva­
tion of (6) can be given directly from the differential equation 
(3), by mUltiplying (3) by rau/ar and integrating by parts. 
From (6) we can also express the "energy" as 

E=f [Qo+K] dx=J...f [Qo_r
aK 

_r
aQo

] dx. 
n ar ar 

Now we will state the main theoretical result of this 
paper. For simplicity, we assume n;;;.3. We consider a qua­
dratic form 

1 m 

Q(u) = - I [ak/(r)VU I + bkl(r)uk·ul ], 
2 Ie.l~ I 

where akl = aile and ble, = blk are measurable functions of 
r = Ixl. We also consider two continuous functions (nonlin· 
ear terms) G (s) and H (s) defined for seR n. Let 

(Au)1e = f [- V(akIVuI) + bklud· 
l~l 

Hypotheses: 
I. There is a constant C l > 0 such that 

f Q(v)dx;;;,C, f IVvl2dx 

for all C"" functions v(x) with compact support. 
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II. G (s):>O, H (0) = 0, h is not identically zero. If' 
H 'Is) = 0 then H(s) = O. 

III. Ass--+O IH(s)1 = o(lsl'+ 1 + G(s)), where 
1= 1 + 4/(n - 2). 

IV. As Isl--+oo, IH{s)1 + IH'(s)1 + IG'(s)1 
= o(lsl'+ 1 + G (s)). 

Theorem 1. There exists at least one solution of the 
equation 

Au(x) + G '[u(x)] = A.H'[u(x)]in Rn, 

where A. is a real number and u(x) has the following 
properties: 

u(x) is not identically zero and is measurable. 
u(x) depends only on ,= I x I· 
,1 ~ nl2 u(x) is bounded, ufO) = o. 

f[~ + lul'+1 +G(u)+ IvuI2]dx<oo. 

The theorem will be proved in Sec. 5. 

3. ROSEN'S MODEL 

N. Rosen et al. 1.3 studied a pair of coupled Maxwell and 
scalar fields with the Lagrangian 

:t" = - ~Fl'vFI'V - (al' - iAI')t/J (if' + iA I')t/J * + t/J *t/J. 
4 

We have taken the mass m = 1 and the coupling constant 
e = 1 for simplicity. They put 

t/J = ~(x)e ~ iat, Ao = A (x), AK = 0 (K = 1,2,3). 

The field equations then reduce to 

- ..1~ + ~ = (a + A )2cp, 

-..1A = (a +A )~2, (7) 

with A (x) and ~(x) vanishing as Ix 1--+00, wherexER3 and a 
is a given arbitrary constant. We shall apply Theorem 1 to 
show the existence of a (nontrivial) solution of (7). Let u = 

the pair [cp,A ] 

Q(u)=~IV~ 1
2 +!IVA 12

, 

G(u) =!~ 2; H(u) = !(2aA + A 2)~ 2. 

ThenH'(u) = thepair[aH /aA,aH /a~] = [(a +A)~ 2, 

(2aA + A 2)cp.] Now we verify Hypotheses I-IV. I is obvious. 
If H 'lui = 0 then cp = 0 or 2aA + A 2 = 0, hence H (u) = O. 
This proves II. If u-o then cp-o and A-o, hence 
2aA + A 2-0, hence (2aA + A 2)cp 2 = o(cp 2) hence I H I 
= o(G). This proves III. As for IV it suffices to prove 

12aA+A2Icp2+ la+A Icp2+ 12aA+A211cpl 

+ I cp I = o(A 6 + cp 6) 

as I A I + I cp 1--+ 00. (Note that I = 5.) This is obvious since 

2A 2cp 2 ,,;A 4 + cp 4 = o(A 6 + cp 6). 

So by Theorem 1 there exists a radial solution of the system 

- ..1cp + cp = A. (2aA + A 2)cp 

- ..1A = A. (a + A )cp 2 
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(8) 

(9) 

for some constantA.. Multiplying (9) by (a + A ) and integrat­
ing we have 

J I VA 12 dx = A. J (a + A )2cp 2 dx. 

Hence A. > O. Now we change scale to bring (8) and (9) 
into the form (7). Note that 2aA + A 2 = (a + A )2 - a 2

. We 
change scalex--+(l + A.a2)1/2x to bring (8) and (9) into the 
form 

-..1cp + cp = f-l(a + A )2cp, 

-.:::1A =f-l(a +A )cp2, 

wheref-l = A. (1 + A.a2) ~ 1. Finally we change dependent var­

iables ~f-lCP--+CP' ~f-lA--+A, and ~f-la--+a. This eliminates the 
factor J-l and we obtain a solution of the system (7). 

The static solution we have founded can be interpreted 
as a classical particle, since it concentrates charge and ener­
gy in a localized region. Rosen and Menius3 studied this kind 
of radial solution numerically. 

The Rosen model with a scalar self-interaction was con­
sidered by Rosen4 and Rafiada et al.5 In the case of a quartic 
self-coupling, for instance, with a = 0, this system is 

- ..1cp + cp = A 2cp + /3cp " 

-..1A =Acp2, 

withf3>O. 

(10) 

The existence of a solution is verified as in the previous 
case. We have Q and G as before and 

H(u) = 0 2cp2 + Vlcp4 

H 'lui = [Acp 2, A 2cp + /3cp 3]. 
II) If H'(u) = 0, then A = cp = 0, henceH(u) = O. 
III) If A--+O and cp-o, then H = o(cp 2). 
IV) If A 2 + cp 2--+ 00, then A 2 cp 2 + ~ 4 = o(A h + cp 6). 

Thus there exists a non-trivial solution of the system 

- ..1cp + cp = A. (A 2cp + /3cp 3), 

-..1A = A.Acp 2. 

By rescaling we find a nontrivial solution of (10). 

4. FURTHER EXAMPLES 

Example I: Consider the equation 

-L1u=lulq~lu, q>I, 

where U: R n-..R m is a vector field; m and n are arbitrary 
(n:>3). And under what conditions on nand q can this equa­
tion have a solution? As before, the solution should vanish at 
infinity, but not be identically zero. We apply identity (6) 
where 

Q(u)=!I Vu I2andK(u)=(q+ l)~llulq+ 1. 

Thus if the function 

(n - 2)u-K '(u) - 2nK (u) = [n - 2 - 2n(q + 1) ~ 1 ] I u I q + I 

is everywhere of one sign, then there is no solution. There­
fore there can exist a solution onlyifq = I + 4/(n - 2). Such 
a solution is known6 u(x) = Z (Z4/3 + Ix 12)-1/2 if m = 1, 
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n = 3 and Z is an arbitrary constant. When m = 1 and n>3 
it was studied by Talenti. 7 

Example 2: Consider p#q, numbers greater than one, 
and the equation 

- Au + lulp-1u =..tlulq-1u. 

By scale changes x~x and u-i'f3u, we may as well assume 
..t = ± 1. We take 

K(u)=(P+ l)- l lul p + I -..t(q+ 1)-ll u lq + 1
• 

If..t <0, then K (u»O and by (6) there is no solution. Let 
..t = 1. By the same reasoning as in Example 1, the function 

[n-2-2n(p+ 1)-IJlul p+ 1 

-[n-2-2n(q+ l)-IJluIQ+1 

must change sign if there exists a nontrivial solution. Let 
1= 1 + 4/(n - 2). IflIiesstrictlybetweenpandq, there is no 
solution. 

Now apply Theorem 1 where G = lul P + l/(P + 1) and 
B = I u I Q + l/(q + 1). Hypotheses III and IV reduce to: 

I u I Q + I = o( I U II + 1 + I u I P + 1) as I u 1-0 and I u I 

Therefore there exists at least one solution provided q lies 
strictly between I and q. (If p lies between I and q, we do not 
know whether there is a solution.) 

Example 3: If h is a positive constant and m > 1, consider 
the equation 

-Au+hr-2u-1uI Q
- 1u =0. 

LetK(u)=hr- 2u2/2-luI Q + I /(q+ 1) then 

2nK - (n - 2)u.K'(u) + 2raK far 

= [n - 2 - 2n(q + 1)-IJluI H I. 

By (6) there can be a solution only if q = 1 + 4/(n - 2) and 
n>3. 

If there is a radial solution, the h > he where 
he = (n - 2)(n - 4)14. To show this, let v = r - au, where 
a = 2/(q - 1) = (n - 2)/2. Then 

(11) 

Hence 

rV,2 + (he - h )v2 + 21v1 Q + I/(q + I) = const = O. 

If he >h, then each term is positive and so v = O. 
In fact, the conditions 

q = 1 + 4/(n - 2) and h > he 

are sufficient for the existence of a solution. If v is assumed to 
be a radial function, then Lv = 0 and 

r(rv,l, - (h - he)v + Ivlq-1v = O. 

The final quadrature is performed easily to yield the solution 

u(x) = Zr' + I ,- nl2[(n _ 2)Z4/(n - 2)(4a2n) - I 

+ r4a/(n - 2) J (n/2) - I, 

where a = -J h - he ' m = I and Z is an arbitrary constant. 
This example restricted to the case m = 1 and n = 3 is in 
Vazquez.8

•9 

Example 4: Consider 
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- Au + a(rlu - u3 = 0, 

where n = 3 and aIr) is a function. This equation was studied 
in 10 in the case air) = const, where a solution was interpreted 
as a kink. It is important to understand how a kink changes 
in the presence of a potential, especially a Coulomb 
potential. 

Assume that 

aIr»~ - air + r, (12) 

where r> 0 and a < 1. We will show that there exists a solu­
tion by Theorem 1. We define 

Q(u) = !IVuI2 + Ha(r) - r]u2
, 

G(u) = !ru2
, B(u) = !u4

. 

By Lemma (at the end ofSecs. 5 and 6), we have 

2 I Q(v)dx>(! - a)II Vvl 2 dx, 

which proves I. II is trivial. III is trivial since u4 = 0(u2
) as 

u-o. IV is trivial since u4 = 0(u6
) as 1 u 1 __ 00 • 

An example of(12) is 

aIr) = 1 - €r- I - hr-2. 

Then (12) is satisfied if - 00 <h<!and - 00 <€<€h' 

where €h is a certain positive number depending oh h. The 
Coulomb potential here has charge Ze where e_(137)-1/2 
and h = Z 2e4

• Our condition for existence of a solution 
(h < 1/4) means that Z < 137/2. 

Example 5: This is a coupled system where one of the 
fields is very powerful at the origin. It is 

- Au + u = (I + U)2V, 

-Av + V(r-1Av) = (1 + U)V2, 

for XElR3
• The quadratic from Q(u,v) =! 1Vu1 2 

+ !(I + r- 1)IVvI 2 satisfies Hypothesis I. So our discussion 
in Sec. 3 proves the existence of a radial solution. 

Proof of theorem I: We define the inner product 

(u,v) = II,Haklvuk,VVI +bk1 ukv1ldx 

and the norm 

Ilull = (U,U)1/2 = (f Q(u)dx }IZ. 

A function on R n is called radial if it depends only on r = Ix I· 
LetXbe the completion with respectto the norm 1111 of the set 
of radial C 00 functions with compact support. Because of 
Hypothesis I, the only element of X with norm zero is the 
zero function. Thus X is a Hilbert space. By Soholev's 
inequality, 

Hence, 

XC{uEL 1+ \ \ u is radial and VuEL 2}. 

Lemma 1: There is a constant C such that 
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I u(r) I <Crl . nl2(f I Vu 12dx y!2, 
for all uEX and n>3. 

Proof We may assume that UEC '" has compact sup­
port. Then 

u(r) = - - f= u'(p)pln - 1)12.p l l - n)/2 dp. 

By Schwarz's inequality, this is less than 

c(f Iu' 12 dx }/2rl - n12. Q.E.D. 

Lemma 2: Let N> O. Let ~N be a C 1 function of lsi, 
SElR m such that 

~N(S) = {s Isl<N 
2N Isl>2N 

and O<~ :v (s)< 1. Define 

GN(s) = G (~N(S)), HN(S) = H(~N(S)), 
Then III and IV are valid for G Nand H N uniformly in N. 

Proof III is trivial since G N = E and H N = H for 
lsi <N. Now considerIV, itis trivial if N> lsi. LetE> O. Let So 
be so large that 

IH(s)1 + IH'(s)1 + IG'(s)1 <E(lsII~ 1 + G(s)) 

for s>so. If so/2<N < Isl/2 then 

IHN(s) \ + \H'N(S)I + IG'N(S)I 

= IH(2N)1 <E(12N 11+ 1 + G(2N)) 

<E( lsi 1 +-1 + GN(s)). 

If Isl12 <N < lsi then 

IHN(S) I + \H'N(S)\ + IG'N(S)\ 

< \H (~N(S)) I + IH '(~N(S)) I + I G '(;N(S) I 

<E(\;N(S)\I~ 1 + G(;N(s)))<E(lsl'+ 1+ GN(s)). 

Thus IV is valid for G Nand H N uniformly for N>so/2. 
Lemma 3: Given N> 0, there exists a nontrivial solu­

tion UN of the problem 

minjl/N(u) 

= min f [Q(u) + (l/N)lu(xW + GN(u(x))] dx 

subject to the constraints 

uEX and f HN(U(X)) dx = const. 

It satisfies the variational equation 

AUN + (l/N)u N + G'N(UN) =ANH'N(UN) (13) 

for some Lagrange multiplier AN' where 

(AU)k = I [ - V(a kl Vud + bkIU I ]· 

I 

Proof Since G N is a bounded function Y N is a C 1 func­
tional on X. Since H N is bounded, the constraint is also of C I 

functional on X. Therefore any solution of the minimum 
problem must satisfy the variational equation (13). Now 
H N >0. For a large enough N, H N is not identically zero. 
Therefore there exists a radial C 00 function Uo(x) of compact 
support such that 
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f H ( Uo(x)) dx = y> O. 

We assume thatN>No > maxluo{x)l. LetL be the minimum 
we are trying to achieve. Choose any minimizing sequence 
uoEX such that 

fs(u,)",.L, J HN(u,) dx = y. 

Because of the positivity of Q and GN , {u,.} is bounded in X 
and SGN(u v ) dx is bounded. By the Rellich compactness 
theorem, there is a subsequence (still denoted by {u,}) con­
verging to a limit U almost everywhere and weakly in X, 
hence in the sense of distributions. Hence GN(u,.)-+G (u) and 

HN(U,.l-+H(u) a.e. By Lemma 1, u,.(x)-+O as Ixl-oo uni­
formly in v. We now apply the compactness lemma of Ref. 7. 
This is where III and IV come in. We conclude that 

J HN(u v ) dx-+ f HN(U) dx as V-+oo. 

Hence SHN(u) dx = y. By Fatou's Lemma and the weak 
convergence 

Y-/N(u)<lim inLYN(u,.l<L. 

Hence .Y' N(U) = Land U attains the minimum, 

We now complete the proof of Theorem 1. Let uo(x) be 
chosen as above, Let N>No. Let UN denote the solution of 
Lemma 3. Then 

YN(U,V)<·,Y'N(U O) = f[Q(Uo) + ~luoI2+GN(uo)]dx 

<f[ Q(Uo) + ~o I uo l2 + G(Uo)] dx. 

Hence lIuN II, N -ISIUN 12 dx, and SGN(UN) dx are all bound­
ed (independently of N). Now let v be any C oc function with 
compact support. We multiply equation (13) by v and inte­
grate to obtain 

(UN' v) + ~JUNVdX + J G'N(uN)vdx 

( 14) 

Each term on the left side of(14) is bounded, using IV. 
Hence the right side is also bounded. 

From these bounds we deduce the convergence of a sub­
sequence (still denoted by {UN}) such that: 

u/\-+u weakly in X and a.e. 

Hence GN(UN)-+G(u), HN(uN)-H(u), G'N(UN)-+G'(u) 
and H' N(UN )-+H'(u) almost everywhere. Applying the 
Compactness lemma of Ref. 7 again, we deduce that 

G 'N(UN)-+G (u) and H'N(uN)-+H (u) 

locally in L I and that 

f IHN(UN) - H(u) I dx-+O. 

Hence f H (u) dx = y and so U is not identically zero. 
We claim that AN is bounded, If not, there would be a 

subsequence of AN tending to infinity. By (14) we would 
have 
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I H'N(UN)V dx_O. 

Hence f H '(u)v dx-o. Since v is arbitrary, H 'luI = O. Hence 
H(u)=:O. This contradicts the fact that fH(u) dx=f.O. 

So we may assume that AN-A, where A is finite. Now 
each term in (13) con verges as N - <XJ. In the limit we obtain 

(u,v) + I G '(u)v dx = A I H'(u)v dx, 

for all such v. Finally, Fatou's Lemma implies that fG (u)dx 
is finite. It remains to show that u2/r is integrable. This 
follows immediately from the: 

Lemma: For each vEX 

IV21xl-2 dx<4(n - 2)-2II VVI2 dx. 

Proof It suffices to prove it for C 00 functions with com­
pact support. In fact we will not need to assume v is radial. 
An elementary calculation shows 

V.(xv2Ir) 

= x.2vVvlr + v2V.(x/r) = 2vvr/r + (n - 2)v2/r. 
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Integrate this identity over R n to get 

(n - 2)f(v2/r) dx 

= - 2f (v/r)vr dX<2(f v2/r dx )1/2(f Vr 2 dx }12. 
Divide by the first square root and the inequality follows. 
Q.E.D. 
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A time-symmetric stochastic control theory is proposed as one of the representatives of quantum 
mechanics. The main idea is based on Nelson's probability theoretical approach to quantum 
mechanics. His approach is reformulated as a time-symmetric stochastic control problem. Several 
different control constraints equivalent to Nelson's are obtained. One of them has a close 
connection to the Lagrangian formalism of classical mechanics. This suggests to us the use of 
stochastic calculus of variations. Within the realm of this time-symmetric stochastic control 
theory it is shown why Schrodinger's original variational method of quantization was successful. 
Several advantageous points of the stochastic control theoretical approach to quantum 
mechanics, including the analysis of the classical limit, are also discussed. 

PACS numbers: 03.65.Ca 

1. INTRODUCTION 

Quantum mechanics has been cast into several different 
forms in such a way that each of them has a close correspon­
dence to one of the different formulations of classical me­
chanics. For instance, starting from the Hamiltonian for­
malism, Heisenberg obtained the matrix mechanics 
(HMM). A short time later, Schrodinger obtained the wave 
mechanics (SWM), starting from the Hamilton-Jacobi for­
malism. We had to wait two decades for the appearance of 
the notion of Lagrangian in the literature of quantum me­
chanics. It was Feynman who proposed the path integral 
description of quantum mechanics (FPI) starting from the 
Lagrangian formalism. I 

Nowadays it is widely believed that quantum mechan­
ics has a conceptual structure of complementarity as illus­
trated in the following symbolic equation: 

(quantum mechanics) 

= (HMM) u (SWM) u (FPI) u (something else). (1.1) 

Here one can not replace the symbol "union" u by the sym­
bol "sum" dl because intersections of them are not empty. 

In the present paper I want to suggest another concep­
tual complementarity structure of quantum mechanics not 
illustrated by Eq. (1.1), but by a new symbolic equation 

(quantum mechanics) 

= (HMM) u (SWM) u (FPI) u (NSM) u (something 
else), (1.2) 

where NSM denotes Nelson's stochastic mechanics,2-5 
thought I do not concern myself with the conceptual status 
of NSM itself. Simply, I want to suggest the validity of Eq. 
(1.2) and civilize NSM in the realm of quantum mechanics in 
pedagogical way, that is, by showing the natural correspon­
dence between Eq. (1.2) and the well-known conceptual 
complementarity structure of classical mechanics: 

(classical mechanics) 

= (Hamilton) u (Hamilton-Jacobi) u (Lagrange) 

u(Newton) u (something else like Liouville). (1.3) 

To do so, it seems necessary to investigate NSM in a pro-

found way. I think that Eq. (1.2) should be believed only after 
clarifying the basic characters and the specific features of 
NSM which can not be achieved by the other representatives 
of quantum mechanics and also pointing out the interesting 
mathematical structure involved in NSM. Hence I organize 
the present paper as follows. 

In Sec. 2 I show that the mathematical structure in­
volved in NSM is that of the stochastic control theory. Sec. 3 
is devoted to developing the time-symmetric stochastic con­
trol theoretical formulation of quantum mechanics based on 
NSM. Schrodinger's variational method of quantization in 
SWM is revisited within the realm of the stochastic control 
theory in Sec. 4. Several topics of quantum mechanics are 
chosen and investigated in the light ofNSM for the purpose 
of clarifying the basic characters and the specific features of 
NSM in the same section. Discussions on the classical limit 
of quantum mechanics is given in Sec. 5. The last section 
(Sec. 6) is reserved for short concluding remarks. The theory 
of stochastic calculus of variations is presented in the Ap­
pendix in a compact form. 

2. A MATHEMATICAL STRUCTURE INVOLVED IN NSM 

This section is devoted to an exposition ofNSM with an 
emphasis on its time-symmetric stochastic control theoreti­
cal character. 

Let [I,F] CR be a finite time interval and Rn be an n­
dimensional configuration space. A random process in Rn is 
given when a probability measure Prob is defined on a (J'­

algebra .&0 (Prob) of measurable subsets of the sample (path) 
space n = II[,,";F Rn. Position of the random process at 
time t is a random variable defined by 

x(t,W)=W" (2.1) 

where w, is a cross section of a sample path wEll at time t. 
I shall consider the quantization problem of a Newtoni­

an conservative system in classical mechanics in the lan­
guage of the probability space (11,.&0 (Prob ),Prob). The New­
tonian conservative system is a dynamical system of class C 2, 
x(·): [I,F]--+Rn, described by Newton's equation of motion, 

mx(t) = - grad V (x(t », (2.2) 
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with initial conditionsx(/) = XI andi(/) = VI' where m is a 
mass paramter and V(.): Rn~R, class C I, is the potential 
energy of the system. 6.7 It was Nelson who investigated such 
a quantization problem systematically.2-s His formalism is 
frequently called NSM. Let us explain NSM in terms of the 
stochastic control theory. 

The Newtonian conservative system (2.2) is reformu­
lated as a solution to an ordinary (differentiable) control 
problem 

i(t) = v(x(t ),t; V), (2.3) 

where the control variable v(·,t; V) is controlled to satisfy the 
control constraint (2.2) for each time tE[/,F] and the initial 
constrtaints xCI) = XI and v(xIJ; V) = VO.8 Here the poten­
tial energy V plays a role of control parameter. Correspond­
ingly, quantum mechanics of the Newtonian system (2.2) is 
obtained as a solution to a time-symmetric stochastic control 
problem 

dx(t,aJ) = b (x(t,aJ),t; V)dt + (1i/2m) 1/2dw(t,aJ), (2.4) 

where the control variable b (0,.; V): R n X [/,F]~Rn is con­
trolled to satisfy a control constraint 

m~(DD. + D.D )x(t,aJ) = - grad V (x(t,aJ)), (2.5) 

for each time tE[/,F] with probability one and initial 
constraints 

and 

(2.7) 

for givenpl(·)ELI(Rn) andbl(·):Rn~Rn of class C 2. The ran­
dom process x(t,aJ), / <;t<;F, solving the above time-symmet­
ric stochastic control problem, illustrates the quantum me­
chanical time evolution of the Newtonian conservative 
system (2.2) 

Now I explain the notions and the notations used here. 
Equation (2.4) is a stochastic differential equation ofIto type 
and w(t,aJ), /<;I<;F, is a Wiener process in Rn with a unit 
diffusion constant.9

•
10 Planck's constant appears in this 

equation. For each fixed control variable b (-,.; V), Eq. (2.4) 
generates a Markov process in Rn.W D and D. are Nelson's 
mean forward and backward derivatives defined by 

Df(x(t,aJ ),t ) = lim h -IE [f(x(t + h,aJ ),t + h ) 
hlO 

(2.8) 

and 

D. f(x(t,aJ),t) = lim h -IE[ f(x(t,aJ),t) 
hID 

- f(x(t - h,aJ),t - h )IY,], (2.9) 

respectively, for any function of position and time of class 
C 2.3 Here 9, and Y, are q-algebras generated by 
[x(s,aJ )1/ <;s<;t ] and [x(s,aJ) 1 t<;s<;F], respectively, andE[·I.if] 
denotes the conditional expectation with respect to a q-alge­
bra .ifCfiJ(Prob). These mean forward and backward de­
rivatives are natural extensions of the ordinary time deriva­
tive. It is a well-known fact that a Markov process generated 
by a stochastic differential equation ofIto type is not differ-
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entiable in the usual sense. Therefore Eq. (2.5) should be 
understood as a natural extension of Newton's equation of 
motion (2.2). From the stochastic control theoretical point 
ofview, it is convenient to relate the mean backward deriva­
tive D. with a mean "forward" derivative of the time-re­
versed process. Let aJEfJ be a sample path of the random 
process x(t,aJ), / <;t<;F, in question. Then the position of the 
time-reversed process at time s = F - tE[/,F] is defined by 

x.(s,aJ)=aJF _ s =aJ, =x(t,aJ). (2.10) 

By definition we have 

D.x(t,aJ) = - Dx.(s,u». (2.11) 

Nagasawa's general theory of time reversals of Markov pro­
cesses II claims thatx. (s,u», / <;s<;F, is a Markov process gen­
erated by a stochastic differential equation of Ito type 

dx. (s,aJ) =b ~ (x. (s,aJ),s; V)ds + (1i/2m) 1/2dw. (s,u», 
(2.12) 

where w. (s,aJ), / <;s<;F, is a time-reversed Wiener process 
and b ~ (.,s; V) is related with b (·,t; V) through a relation 

- b ~ (.,s; V) = b (.,t; V) - (Ii/2m) grad logp(.,t; V), 
(2.13) 

where p(-,t; V)EL I (Rn) is a probability distribution density of 
x(t,aJ), that is, probe {x(t,aJ)Ed nx 1) = p(x,t; V)d nx. By Eqs. 
(2.11), (2.12), and (2.13), we obtain 

D. x(t,aJ) = b. (x(t,aJ ),t; V) 

= b (x(t,aJ),t; V) - (Ii/2m) grad 10go(x(t,aJ),t;V). 

(2.14) 

Nelson's mean velocity !(D + D. )x(t,aJ) is a natural exten­
sion of the usual notion ofvelocity.3 

Equivalence of the time-symmetric stochastic control 
problem, (2.4), (2.5), (2.6), and (2.7), to one of the other 
representatives of quantum mechanics, that is, SWM, was 
shown by Nelson with an additional integrability constraint 

!(D + D. )x(t,aJ) = (Ii/m) gradS (x(t,aJ),t; V), (2.15) 

for each time tE[/,F] with probability one and an integrable 
initial constraint 

(2.16) 

for certain scalars S (·,t; V) and BIO of class C 2
• Namely, 

replacing the stochastic differential equation (2.4) by the 
equivalent Fokker-Planck equation 

~p(xJt;V) = - div[b (x,t;V)p(x,t;V)] at 
+ (Ii/2m) div gradp(x,t; V), (2.17) 

he found that the time-symmetric stochastic control prob­
lem in question is equivalent to a Cauchy problem for the 
Schrodinger equation 

iii ~ t/J(x,t; V) at 
= - (1i2/2m) div gradt/J(x,t; V) + V (x)t/J(x,t; V), 

(2.18) 

with an initial condition 

t/J(.J; V) = tP{O = PIO!/2 exp[iS/ (·)], (2.19) 
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whereS[(.) = B[(.) -! logp[(.). In other words, a solution to 
the time-symmetric stochastic control problem (2.4), (2.5), 
(2.6), and (2.7) with the integrability constraints (2.15) and 
(2.16), call it an integrable solution, can be constructed as 
follows. Firstly, solve the Cauchy problem (2.18) and (2.19) 
for the given control parameter V, i.e., the potential energy. 
Secondly, perform a polar decomposition of the solution 
tPo(·,t;V)ELz(lRn

), /<t<Fin the form 

tPvhl;V) = Pv(·,t;V)I!Z exp[iSo(·,t;V)]. (2.20) 

Thirdly, calculate an integrable vector 

bol-,t;V) = (Ii/m) gradSo(·,t;V) 

+ (Ii/2m) grad 10gpo(·,t;V). (2.21) 

Then this vector field is nothing but an integrable solution to 
the time-symmetric stochastic control problem in question. 

It seems worthwhile to notice here that NSM has an 
interesting mathematical structure closely related with the 
time-symmetric stochastic control theory rather than with 
the usual theory of random processes. This is the very crucial 
point in understanding NSM, though it has not been recog­
nized for a long time. The only exception is Blaquiere's pa­
perz in which a stochastic control theoretical formulation of 
SWM is proposed independent of NSM. 13.14 Really it was 
independent of NSM, it appeared just before Nelson's 
paper. 2 

Now I want to emphasize the validity ofEq. (1.2) as we 
know that the present time-symmetric stochastic control 
problem with the integrability constraint is equivalent to 
SWM and gives us an interesting mathematical structure as 
a representative of quantum mechanics. NSM, in its present 
stochastic control theoretical form, provides us with a new 
viewpoint in understanding quantum mechanics because it 
has some basic characters and specific features which can 
not be achieved by the other representatives of quantum me­
chanics. This will be clarified in the following sections. 

3. STOCHASTIC CONTROL PROBLEMS AS QUANTUM 
MECHANICS 

As we have seen in the preceding section, the intersec­
tion of NSM and SWM is not empty, that is, (NSM) 
= (SWM) if restricted to Newtonian conservative systems 

and integrable solutions. Therefore it seems not so meaning­
less to consider the totality of stochastic control problems 
equivalent to (2.4) and (2.5) as a representative of quantum 
mechanics different from the others. By the notion ofNSM, 
I also denote the totality of such stochastic control problems. 
It mayor may not be more general than the others, depend­
ing on the character of each dynamical system considered. 

In this section, I show the existence of time-symmetric 
stochastic control problems equivalent to the original one 
appearing in the preceding section. This will help us to make 
the mathematical structure of NSM more refined and 
fruitful. 

Let us consider the Newtonian conservative system 
(2.2) and the equivalent ordinary control problem (2.3) and 
(2.2). From the point of view of classical mechanics, the con­
trol constraint (2.2) can be replaced by the energy conserva­
tion constraint 
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(m/2)lx(tW + V(x(t) = E, (3.1 ) 

for each time tE[/,F], where E is a conserved energy of the 
system. Correspondingly, in NSM. I have the following. 

Theorem 1. The time-symmetric stochastic control 
problem (2.4), (2.5), (2.6), and (2.7), with the integrability 
constraints (2.15) and (2.16), allows us to replace the control 
constraint (2.5), that is, Newton's equation of motion in a 
generalized sense, by the energy conservation constraint in a 
generalized sense, 

lE[H [m!2) I Dx(t,llJW + (m/2)ID.x(t,llJWI + V(x(t,llJ»] 

= E, (3.2) 

for each time tE[/,F]. 
Proof of this theorem was also given by Nelson.5 

By Eq. (3.2) one finds the notion of kinetic energy of the 
random process x(t,llJ), /<t<F, 

KE = H(m/2)IDx(t,llJW + (m!2)ID.x(t,llJW]. (3.3) 

This is a natural extension of the classical notion of kinetic 
energy. 

Furthermore, in NSM, quantum mechanical stationary 
states are characterized as solutions to the time-symmetric 
stochastic control problem (2.4), (2.5), (2.6), and (2.7) which 
satisfy an additional control constraint 

Dx(t,llJ) = - D. x(t,llJ), (3.4) 

for each time tE[/,FV By virtue ofEq. (2.11), this constraint 
controls the solutions to be symmetric in probability law 
with respect to the time inversion. In other words, each 
quantum mechanical stationary state is an optimally con­
trolled solution to the time-symmetric stochastic control 
problem in question in which there are no prefered direc­
tions of time. Then I have the following. 

Theorem 2. The time-symmetric stochastic control 
problem (2.4) and (2.5) with the control constraint (3.4) re­
duces to the following for / = 0 and F = 00: 

dx(t,llJ) = b (x(t,llJ);V)dt + (1i/2m)'/2dw(t,llJ). (3.5) 

Here the control variable b (.; V) is controlled to satisfy a con­
trol constraint 

lE[ ~i~ supT- 1 iT [(m/2)IDx(t,llJW + V(x(t,llJ» - E ]dt ] 

= extremal (3.6) 

Proof Suppose boht; V) solves Eqs. (2.4) and (2.5). 
(Subscript 0 means "optimal.") By Eq. (2.14) and the 
Fokker-Planck equation (2.17), bo (.,t; V) becomes constant 
in time. So I put bo (.; V) = bo (.,t; V). The control constraints 
(2.4) and (3.4) demand 

Dx(t,llJ) = - D.x(t,llJ) = bo (x(t,llJ); V), (3.7) 

and Eq. (2.5) becomes 

- (m!2) grad I bo [x(t,llJ); V ] 12 

- (1i!2) div gradbo (x(t,llJ); V) 

= - grad V (x(t,llJ)). (3.8) 

As bo (.; V) satisfies the integrability constraints (2.15) and 
(2.16), Eq. (3.8) yields 
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(m/2)!bo (x{t,w); VW + (1i/2) divbo (x{t,w); V) 

= V(x(t,w» - E, (3.9) 

where E is a constant of integration. This can be written in a 
form 

- (1i/2) divbo(x{t,w);V) + ext [(m/2)!b (x{t,w);VW 
b 

- mb (x{t,w);V)·bo (x(t,w);V) + V(x(t,w» - E 1 = 0, 
(3.1O) 

where extb [.J means to take an extremal value over all possi­
blecontrol variablesb {-; V)ofclassC 2

• LetBo (.; V)be a scalar 
such that, 

bo{';V) = (Ii/m) gradBo{';V), 

then Eq. (3.11) becomes 

ext [ -li[b.grad + (Ii/2m) div grad]Bo (x(t,w);V) 
b 

(3.11) 

+ (m/2)!b (x(t,w);VW + V(x(t,w» - EJ (3.12) 

Existence of Bo (.; V) comes from the integrability of bo (.; V). 
Integrating both sides of Eq. (3.12) over an interval [O,T], 
T> 0, dividing by T, and using the chain rule in stochastic 
calculus,1O I obtain, 

-1i[Bo (x(T,w);V) - Bo (x(O,w);V) 1/T + martingale 

+ e~t[ T- 1 iT [(m/2)!b (x(t,w);VW 

+ V(x(t,w» - E ]dt ] 

=0. (3.13) 

Now what is left for us is to take the expectation and to pass 
to the limit T -- 00, obtaining 

e~p[ E[li~~S~P T- 1 iT {(m/2)!Dx(t,wW + V(x{t,w» 

- E Jdt ]] = 0. (3.14) 

This claims that the time-symmetric stochastic control prob­
lem (2.4), (2.5), and (3.4) is equivalent to (3.5) and (3.6). 
QED 

In the case of quantum mechanical ground states, 
Theorem 2 reduces to that of Holland. 

Because Eq. (3.14) can be interpreted 

where PE denotes the potential energy V(x(t,w)), I can con­
clude that the quantum mechanical stationary states are re­
presen ted by control variables b 0 ( .; V) (i.e., optimal solutions) 
which extremize the mean energy of the system 

E[ limsupT-1 ((KE+PE)dt). (3.16) 
l __ oc Jo 

Discrete values of energy of the quantum mechanical sta­
tionary states appear as extremal values of the mean energy 
of the system (3.16) in NSM. 

Next, I shall consider a Newtonian system, 
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x(·): [I,F ] __ Rn, in classical mechanics with a charge degree of 
freedom, 

mi(t) = - e[ gradtP (x(t ),t) + :t A (x(t ),t)] 

+ e[grad I\A (x(t ),t)] ·x(t), (3.17) 

Here tP h,) and A h,) are time-dependent scalar and vector 
electromagnetic potentials, and e is a cha~ge parameter and 
1\ denotes the antisymmetric tensor product. Smoothness of 
the electromagnetic potentials are assumed. In NSM, quan­
tum mechanics of the Newtonian system (3.17) can be ob­
tained as a solution to a time-symmetric stochastic control 
problem 

dx(t,w) = b (x(t,w),t;tP,A )dt + (1i/2m) 1I2dw(t,w), (3.18) 

where the control variable b (.,t;tP,A ) is controlled to satisfy a 
control constraint, 

m!(DD. + D.D }x(t,w) 

= - e[ gradtP (x(t,w),t) + ! A (X(t,w),t)] 

+ e[grad I\A (x(t,w),t )H(D + D. }x(t,w), (3.19) 

for each time tE[I,F] with probability one, and the initial 
constraints (2.6) and (2.7). Indeed, Nelson3 showed that 
with an additional integrability constraint, 

m!{D + D. )x{t,w) + eA (x(t,w),t ) 

= Ii gradS (x(t,w),t;tP,A ), (3.20) 

for each time tE[I,F] with probability one, the time-symmet­
ric stochastic control problem (3.18), (3.19), (2.6), and (2.7) 
is equivalent to a Cauchy problem 

ili!..- 1/J = [(l/2m)! - iii grad - eA !2 + etP ] 1/J, (3.21) at 
for the wavefunction f/1(·,t;tP,A) = p{.,t;tP,A )1/2 

xexp[iS(.,t;tP,A)] ELz(Rn
), where p(.,t;tP,A )ELI(RN) denotes 

the probability distribution density of x(t,w). Of course, the 
initial condition for the Cauchy problem (3.21) must be cho­
sen in a way consistent with the initial constraints (2.6) and 
(2.7) and the integrability constraint (3.20). 

In classical mechanics, the Newtonian system (3.17) is 
reformulated as a Lagrangian ordinary control problem 

x(t) = v(x(t ),t;tP,A), I<,t<,F, (3.22) 

where the control variable v(.,.;tP,A ) is controlled to satisfy a 
variational constraint 

8 f'L (x{t),i(t);tP,A )dt = 0, (3.23) 

or, equivalently, 

IF L (x{t ),x{t );tP,A )dt = extremal. (3.24) 

Here L (·,·;tP,A) is a Lagrangian of the Newtonian system 
(3.17) defined by 

L (x(t ),x(t );tP,A ) = (m/2)!x(t W + eA (x(t ),t H(t) 

- etP (x(t ),t). (3.25) 
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Then Newton's equation of motion turns to be the Euler­
Lagrange equation 

~[~]-~=o. 
dt ax(t) ax(t) 

(3.26) 

Such a Newtonian system which admits the Lagrangian for­
malism as (3.17) I call a Lagrangian system.6

,7 

Though NSM has close correspondence to the Newto­
nian formalism of classical mechanics, as we have seen, it is 
also closely related to the Lagrangian formalism. Namely I 
have the following, 

Theorem 3, The time-symmetric stochastic control 
problem (3, 18) and (3, 19) with the initial constraints (2.6) and 
(2,7) allows us to replace the control constraint (3, 19), that is, 
Newton's equation of motion in a generalized sense, by the 
following variational constraint. 

J[x;<P,A ] 

Here 

= IE [iFL (x(t,UJ),Dx(t,UJ),D.x(t,UJ);<P,A )dt] 

= extremal. 

L (x(t,UJ),Dx(t,UJ),D.x(t,UJ);<P,A) 

= H(m/2)IDx(t,UJW + (m12)ID.x(t,UJW] 

+ eA (x(t,UJ),t H[Dx(t,UJ) + D.x(t,UJ)] 

- e<P (x(t,UJ),t), 

(3.27) 

(3,28) 

is a natural extension of the notion of Lagrangian in classical 
mechanics (3,25). 

Proof Letx'(t,UJ) = x(t,UJ) + ox(t,UJ), I<J<.F, be a sam­
ple-wise variation of the sample path x(t,UJ), I <.t<.F, with 
end point constraints ox(I,UJ) ~ ox( F,UJ) = 0, Then I calcu­
late the variation 

M[x;<P,A] = J[x';<P,A] - J[x;<P,A], (3.29) 

up to the first order in Iloxll = max[,r,F {1E[lox(t,UJW] J1
/
2, 

obtaining 

M[x;<P,A ] 

= IE [ f' m!(Dx(t,UJ ).Dox(t,UJ) 

+ D.x(t,UJ).D.ox(t,UJ»dt ] 

+ IE[ iF eA (x(t,UJ),t H(Dox(t,UJ) + D.ox(t,UJ»dt ] 

+ IE[ .r eox(t,UJ)'gradA (x(t,UJ,t) 

X! [Dx(t,UJ) + D. x(t,UJ) ]dt ] 

- IE( iF e grad<P (x(t,UJ),t )dt ]. (3.30) 

Observing the properties 

IE[ iF J(x(t,UJ),t )Dox(t,UJ)dt ] 
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= -1E[ f8X(t,UJ)D. J(x(t,UJ),t )dt l 
IE[ ff(X(t'UJ),t )D.ox(t,UJ)dt ) 

= - IE [ fOX(t,UJ)D J(x(t,UJ ),t )dt ], 

and 

!(D + D. )J(x(t,UJ),t) 

(3,31) 

(3.32) 

= {! + HDx(t,UJ) + D.x(t,UJ) ]-grad} J(x(t,UJ),t), 

(3,33) 

for any functionJofposition and time of class C 2,3,11 I find 

M[x;<P,A ] 

= -1E[iF(m~(DD. +D.D)x(t,UJ)] 

- e[grad I\A (x(t,UJ),t)] 'HDx(t,UJ) + D.x(t,UJ)] 

+ e grad <P (x(t,UJ ),t ) + e ~ A (x(t ,UJ ),t ») 
at 

XOX(t,UJ)dt] + o(lloxll). (3,34) 

By virtue of the variational constraint (3.27), the first order 
variation of J [x;<P,A ] must be zero for arbitrary sample-wise 
variationox(t,UJ), I <,t<,F. As the expectation IE[.] is a positive 
linear functional, this claims that 

m!(DD. + D.D)x(t,UJ) 

- e{ grad<P [x(t,UJ),t ] + ! A [x(t,UJ),t ] } 

+ elgradAA [x(t,UJ),t H(D + D.)x(t,UJ), (3.35) 

for each time tE[I,F] with probability one, QED 
Theorem 3 suggests to us the use of the notion of sto­

chastic calculus of variations in NSM. It seems worthwhile 
to present a brief survey on the theory of stochastic calculus 
of variations in a compact form. This is done in the Appendix 
of the present paper. 

4. EMERGENCE OF NSM 

In the preceding sections I developed a general theory 
ofNSM in a mathematical framework ofthe stochastic con­
trol theory. There, a class of time-symmetric stochastic con­
trol problems was proposed as a new representative of quan­
tum mechanics. Evidently, with certain additional control 
constraints, those stochastic control problems were found to 
be equivalent to SWM, 

Now, for the purpose of civilizing NSM in the realm of 
quantum mechanics, I shall verify some basic characters and 
specific features of NSM which can not be achieved by the 
other representatives of quantum mechanics, i.e., SWM, 
HMM, and FPI. To do so, I choose several topics of quan­
tum mechanics which are hard to be investigated profoundly 
with the use ofSWM, HMM, and FPL Of course, there exist 
some topics of quantum mechanics which do not admit 
NSM but one or some of the other representatives, because 
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NSM is not the most general one. In any case we have to 
consider the complementarity structure of quantum me­
chanics (1.2) when we apply quantum mechanics to certain 
concrete physical problems in atomic scale. 

As topics, I choose the following: Schrodinger's vari­
ational method of quantization, nonconservative quantum 
mechanics, instantons in vacuum tunneling phenomena, and 
Dirac monopoles. 

A. Schr~dlnger's original quantization procedure 
revisited 

In 1926 Schrodinger derived the famous eigenvalue 
problem 

- (If/2m) div gradu + Vu = Eu, (4.1) 

for a wavefunction u(.)eLz(Rn
), to characterize quantum 

mechanical stationary states of the Newtonian system 
(2.2).15 He obtained Eq. (4.1) starting from the reduced 
Hamilton-Jacobi equation in classical mechanics equivalent 
to Newton's equation of motion (2.2), 

(1I2m)1 gradW(x)1 2 + V(x) = E, (4.2) 

where W: Rn_R is an action function of class C I and E is the 
conserved energy of the system. By a substitution 
W(·) = Ii logv(·), Eq. (4.2) becomes 

(If/2m) I gradv(xW/v2(x) + Vex) = E. (4.3) 

Then he set up a variational problem 

8J[v] = 0 

for a functional 

J[v] = J [(If/2m) I gradv(xW/v2(x) 

+ Vex) - E JvZ(x)dnx, 

(4.4) 

(4.5) 

assuming the integral exists. He claimed it was not the classi­
cal problem (4.2) but the variational problem (4.4) and (4.5) 
which gave us correct mechanics in atomic scale. Evidently 
Eq. (4.4) led Schrodinger to Eq. (4.1). SWM was Originated 
by such a variational method as (4.4) and (4.5). 

Is his variational condition of quantization (4.4) equiv­
alent to certain quantization conditions in the other repre­
sentatives of quantum mechanics? Surely in NSM we have 
such a quantization condition. 

By Theorem 2 we know that quantum mechanical sta­
tionary states are represented in NSM by optimal solutions 
to the time-symmetric stochastic control problem (3.5) and 
(3.6). As the stochastic differential equation (3.5) generates a 
Markov process with an invariant probability measure 
p(x; V) d nx on Rn such that, 

- div[b (b; V) p(x; V)] + (Ii/2m) div gradp(x; V) = 0, 
(4.6) 

the control constraint (3.6) can be written in a form, 

I [(m/2)lb(x;VW+ V(x)-EJp(x;V)dnx 

= extremal. (4.7) 

This control constraint is equivalent to Schrodinger's vari­
ational condition of quantization (4.4) and (4.5) by virtue of 
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Eq. (4.6). Thus, Schrodinger's monumental passage from 
the classical problem (4.2) to the variational problem (4.4) is 
justified as a quantization procedure within the realm of 
NSM. 

B. Nonconservative quantum mechanics 

Let us consider the quantization problem of a Newtoni­
an nonconservative system in classical mechanics. The New­
tonian non conservative system is, in general, a Newtonian 
system, x(.) : [I,F] __ Rn, which does not admit the Lagran­
gian and Hamiltonian formalisms. Time evolution of the sys­
tem is given only by Newton's equation of motion, 

mx(t) = F(x(t ),x(t ),t), (4.8) 

where smoothness of the force F: Rn X Rn X [I,F]_Rn is as­
sumed. Clearly we can not adopt HMM, SWM, and FPI to 
quantize such a nonconservative system as (4.8). However, 
in NSM, one can construct nonconservative quantum me­
chanics with the help of the stochastic control theory. This is 
ensured by a fact that NSM has a close correspondence to the 
Newtonian formalism of classical mechanics. 

According to the general theory of NSM developed in 
the preceding sections, quantum mechanics of the Newtoni­
an nonconservative system (4.8) is given by the time-sym­
metric stochastic control problem. 

dx(t,w) = b (x(t,w),t;F)dt + (fz/2m) 1/2dw(t,w), (4.9) 

where the control variable b (.,t;F) is controlled to satisfy a 
control constraint, 

m~(DD. + D.D )x(t,w) = F(x(t,w)¥D + D. )x(t,w),t), 
(4.10) 

for each time tE[I,F] with probability one, and initial con­
straints similar to (2.6) and (2.7). Although it may be diffi­
cult to solve directly the stochastic control problem (4.9) and 
(4.10), optimal solutions to this illustrate in principle the 
quantum mechanical time evolution of the Newtonian non­
conservative system (4.8). Unfortunately, we can not verify 
the validity of the stochastic control problem (4.9) and (4.10) 
as a physically established candidate of nonconservative 
quantum mechanics in a systematic way. All we can do is to 
apply the present formalism (4.9) and (4.10) to a class of 
known Newtonian nonconservative systems and to clarify 
the physical validity of the results. 

Here I consider the simplest class of Newtonian non­
conservative systems such that, 

mx(t) = -{3i(t) - gradV(x(t», (4.11) 

where {3 is a positive constant. Then I have the following. 
Theorem 4. The time-symmetric stochastic control 

problem (4.9) and (4.10), in which the force Fis given by the 
right hand side ofEq. (4.11), with the additional integrability 
constraints(2.15) and (2.16) is equivalent to a Cauchy prob­
lem for a nonlinear Schrooinger equation, 

ifz !...- t/J(x,t;/3, V) at 
- (If/2m) div gradt/J(x,t;/3,V) + V(x)t/J(x,t;/3,V) 

+ ((3fz/m) arg[tP(x,t;/3, V)]t/J(x,t;/3, V), (4.12) 
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where arg[z] is an argument of ZEC (mod. 21T), with the initial 
condition (2.19). 

Proof The same technique as Nelson's in the case of the 
Newtonian conservative system (2.2) is also valid under the 
substitution, 

V(·)-VO + ({3fzlm)S(·,;/3,v), (4.13) 

and this provides Eq. (4.12) directly because of the integrabi­
lity constraint (2.15). QED 

The nonlinear Schrodinger equation (4.12) has been 
carefully verified recently and found to produce physically 
meaningful results when applied to nonequilibrium quan­
tum statistical mechanics. 16,17 This suggests to us, even in a 
restricted case, the validity of the stochastic control problem 
(4.9) and (4.10) as a representative of nonconservative quan­
tum mechanics. 

Furthermore, for the simplest class of Newtonian non­
conservative systems as (4.11) I have the following 

Theorem 5. The control constraint in Theorem 4, 

m~(DD. + D.D )x(t,w) = - {3 !(D + D. )x(t,w) 

- grad V(x(t,w)), (4.14) 

for each time tE[J,F] with probability one, is equivalent to the 
following control constraint with "discount", 

lE[ f'e+f3I'-II[WmI2)IDX(t,wW + (mI2)ID.x(t,wW] 

- V(x(t,w)]dt ] = extremal. (4.15) 

Proof From a viewpoint of the theory of stochastic cal­
culus of variations developed in the appendix, Eq. (4.14) is 
nothing but the Euler-Lagrange equation in a generalized 
sense (A 7) for the stochastic variational problem (4.15), 
Then, the equivalence in question is ensured by Theorem A. 
QED 

C. Instantons in vacuum tunneling phenomena 

Consider the Newtonian conservative system (2.2) in 
which the potential energy of the system VO has several 
minima, Xa' xb,··,XzERn, say, such that V(xa) = V(xb) 
= ... = V(x z ). In classical mechanics, they are equal candi­

dates of classical vacuum states of the system because they 
give the lowest energy configurations. Such classical vacua 
as Xa 's are stable as long as classical mechanics is concerned. 
However, they are rendered unstable in quantum mechanics 
by tunnel effects. How can one visualize such tunneling pro­
cesses and in which manner can one describe the quantum 
mechanical decay of classical vacua? HMM and SWM are 
not powerful in such analyses. The use ofFPI together with 
the analytic continuation of time was proposed. 18, 19 Here I 
shall investigate the problem in question from the stochastic 
control theoretical point of view of NSM. 20 

Following the results obtained in Sec. 3, NSM claims 
that the quantum mechanical vacuum state (i.e., the lowest 
energy stationary state) of the Newtonian conservative sys­
tem (2.2) is an optimal solution to the time-symmetric sto­
chastic control problem (3.5) and (3.6) for the smallest ad­
missible value of E. The results obtained in subsection 4A 
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teach us that such an optimal solution is obtained with the 
help of the eigenvalue problem (4.1). Let uoO ELz(R") be a 
positive eigenfunction ofEq. (4.1) associated with the lowest 
eigenvalue Eo. Then the control variable 

bo('; V) = (fzlm) grad loguo(-), (4.16) 

solves optimally the time-symmetric stochastic control 
problem (3.5) and (3.6). Therefore, the quantum mechanical 
time evolution of the system in the vacuum state is visualized 
as a stationary random process in 1R" generated by the sto­
chastic differential equation of It6 type, 

dx(t,w) = bo(x(t,w); V)dt + (fz/2m) 1/2dw(t,w). (4.17) 

This is a Markov process with an invariant probability mea­
sure I uo(x Wd "x. In NSM I can refer to Eq. (4.17). It pro­
vides us with a powerful mathematical tool in investigating 
the quantum mechanical instability of classical vacua as 
pointed out by 10na-Lasinio. 21 

According to the general theory of stochastic differen­
tial equations, 10 Eq. (4.17) generates a stationary Markovian 
random flow ,yr(w):IR"_IR", rE[O, (0), such that 

.Y"'({u)x(s,w) = x(t,w), (4.18) 

for J.;;:s < t.;;:F, with probability one. If the classical vacua 

Xa 's are (not) asymptotically stable under this flow ,rr(w), 
they are (not) stable in quantum mechanics. The characteris­
tic of the stationary Markovian random flow ,':1'r(w) is most­
ly illustrated by the transition law 

pr(d nx,y) = Prob([ i:1'r(W)YEd "x 1). (4.19) 

Assume it has a density pr(x,y) such that pr(x,y)d "x 
= pr(d nx,y). By Eq. (4.17) it follows immediately that the 

density pr(.,y)ELdlRn) is an elementary solution to the 
Fokker-Planck equation (2.17) in which b (·,t; V) is replaced 
by bo ; V). In other words, the transition probability density 
pr(x,y) is a solution to the Cauchy problem 

~ pr(x,y) = - div(bo(x; V)pr(x,y») 
Jr 

+ (fz/2m) div gradpr(x,y), 

with an initial condition 

(4.20) 

(4.21) 

where (j y (.) denotes a point mass (Dirac distribution) located 
atYEIR". 

Firstly, I shall discuss the quantum mechanical insta­
bility of the classical vacuaxa 's qualitatively. By a symmetry 
consideration it is easy to find that Xa 's are also stationary 
point of the vector field boC·; V):IR"-R" such that bo(x" 
; V) = 0 and so on. Let E be a sufficiently small position num­
ber and B(xa ,E) C 1R" be a ball of radius E centered at xu' Then 
boC V) = 0 approximately in B(xa ,E), and Eq. (4.17) 
becomes, 

dx(t,w) = (fz!2m) 1/2dw(t,w), (4.22) 

approximately in B(x" ,E). As the random flow /:1'r(w) can be 
approximated in B(xa ,E) by the Wiener flow rrr(w):IR"_R" 

such that 'fl"' '(w) w(s,w) = w(t,w), t > s, one finds 
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=0. (4.23) 

This claims that the classical vacua xa 's are not asymptoti­
cally stable under the random flow 2"r(w) and so they are 
rendered unstable in quantum mechanics. Such a direct 
qualitative analysis of the quantum mechanical instability of 
classical vacua is possible only within the realm of NSM. 

Next, for the purpose of investigating the quantum me­
chanical decay of the classical vacua xa's quantitatively, I 
shall compute the transition probability density pr(x,xa ). The 
Fokker-Planck equation (4.20) is considered in Lz(JRn

) 

= L2(Rn,d nx). However it is convenient and natural to con­
sider it in L 2(R

n,luo(xWd nx) because the random flow 
;rr(w) leaves the measure 1 Uo(X) IZd nx invariant. In fact, 
there exists a unitary transformation U: L 2(R n

) 

---+L2(Rn, 1 uo(xWd nx) under which Eqs. (4.20) and (4.21) are 
transformed in the forms 

- fz :r qr(x,xa) 

= [ - (fz2/2m) div grad + V(x) - Eo]qr(x,xa)' (4.24) 

and 

(4.25) 

where qr(·,xa) = Upr(.,xa)EL2(R
n, luo(xWd nx ).22 A solution 

to the Cauchy problem (4.24) and (4.25) is given by the 
Feynman-Kac formula. 23 

qr(x,xa) = f exp { _fz-' f [V(w,)-Eo]dt} ProbW(dw). 

(4.26) 

Here Prob"'O denotes a Wiener measure with diffusion con­
stant fz/2m. Support of the Wiener measure ProbW

(.) is con­
centrated on continuous paths w's in Rn with endpoints 
Wo = Xa and Wr = x. Equation (4.26), when transformed to 
Lz(RH) by U- I

, gives us the Prokhorov formula,24,25 though I 
do not present it here. 

By virtue of Eq. (4.26), I conclude that the quantum 
mechanical decay of the classical vacua Xa 's may occur 
along any continuous path w started from Xa with probabil­
ity, 

exp{ - fz- ' L [V(w,) - Eo]dt } Prob"'(dw). (4.27) 

Let us make use of a heuristic notion of the Wiener measure 

ProbW(dw) = N- ' exp [ - h -I f (m/2)lw, 1

2dt ]'dw" 

(4.28) 

where the equality holds only when one makes a nonstan­
dard analysis consideration of the infinite normalization fac­
tor N and the nonstandard Lebesgue measure 'dW'.17 Of 
course, Eq. (4.28) should be understood that the standard 
pareti of the right hand side is equal to the Wiener measure 
Probw

. Then Eq. (4.27) becomes 
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exp{ -h -\ f [(m/2)lw,12 + V(w,)]dt} 

. exp(Eor/h )'dw', (4.29) 

from which I find it most probable that the quantum me­
chanical decay of the classical vacuum Xa occurs along a 
path x,J) : [O,r]---+Rn of class C \ with end points X'n (0) = Xa 
and X in (r) = x which minimizes the integral 

f [(m/2)lw, 12 + V(w,)]dt. (4.30) 

This is nothing but a Euclidean (i.e., elliptic) action integral 
constructed from the normal action integral of the Newtoni­
an conservative system (2.2) by an analytic continuation of 
time t---+it. The path x in (.), along which the classical vacuum 
Xa decays most probably, thus manifests the quantum me­
chanical tunneling process approximately and called 
"instanton.,,2o 

It is worthwhile to notice that the present probability 
theoretical consideration of the instanton in vacuum tunnel­
ing phenomena plays an important role in investigating the 
quantum theoretical vacuum structure of non-Abelian 
gauge fields in quantum chromodynamics (QCD).27.28 

D. Dirac monopoles 

As the last exposition of the emergence of NSM, I shall 
show here that a topological study ofNSM gives us, quite 
naturally, the notion of magnetic mono pie. It will be clari­
fied that quantum mechanics, in its form ofNSM, admits the 
incorporation of a new degree of freedom of magnetic mono­
poles. It was Dirac who developed a general theory of mag­
netic monopoles in a quantum mechanical context. 29 So I 
call them simply "Dirac monopoles" hereafter. 

Consider the Newtonian conservative system (2.2). As I 
emphasized in Sec. 2, quantum mechanics of the Newtonian 
system (2.2) was obtained in NSM as an optimal solution to 
the time-symmetric stochastic control problem (2.4), (2.5), 
(2.6), and (2.7). In a restricted case, this coincided with 
SWM, namely, the time-symmetric stochastic control prob­
lem in question was found to be equivalent to the Cauchy 
problem for the Schrodinger equation (2.18) if the additional 
integrability constraint (2.15) was imposed. However, from 
the point of view of NSM, it is not of necessity in general to 
impose such an integrability constraint. NSM has certainly 
the capacity of describing some unusual physical situations 
in atomic scale which never appeared in classical mechanics. 
What kind of new degree of freedom does NSM admit in its 
form without the integrability constraint? To find it I need a 
simple topological study of the control variable b (.,!; V). 

Let us introduce a time-dependent vector field, 

v(·,t;V) = Hb (·,t;V) + b. (·,t; V)], (4.31) 

for each time tE[J,F]. It generates the mean velocity in such a 
way that 

v(x(t,w),t; V) = !(D + D. )x(t,w), (4.32) 

with probability one. Fix a point in space, say RERn, and call 
it a reference point. Then I define a function Q (.,.; V):R an· 

X [I,F]---+R by a line integral 
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Q (x,t; V) = (mlfl) f v(z,t; V)·dz, (4.33) 

where the integral is performed along a curve of class C I in 
R", say T, connecting Rand x. Clearly, such a function as 
(4.33) can not have a definite value. Because we have no 
longer any integrability constraint, Eq. (4.33) depends on 
the choice of r. Integrations along different curves define 
different values of Q (x,t; V). It is a nonintegrable function of 
position for each time tE[J,F]. In general, Q (z,t; V) does not 
depend on all of the possible curves but some of them. By the 
notion of homotopy class of Q (x,t; V), I denote a class of 
curves of class C I which give the same values to the integral 
(4.33). 

Now I define a nonintegrable wavefunction by 

¢(.,t;V) =p(.,t;V)1/2 exp[iQ(.,t;V)], (4.34) 

where 

mv(·,t; V) = fl gradQ (.,t; V), (4.35) 

holds for each time tE[J,F]. Just following the same proce­
dure as the case with the integrability constraint (2.15), I 
find that the nonintegrable wavefunction (4.34) also satisfies 
the Schrodinger equation (2.18). The crucial point is that the 
nonintegrability of the wavefunction is generally admitted 
within the realm ofNSM as a consequence of the mathemat­
ical structure involved. It is not introduced in the theory "by 
hand," but it has been in the theory. 

The concept of nonintegrable wavefunction was the 
very starting point of the incorporation of Dirac monopoles 
in quantum mechanics. 29 Therefore, I conclude that NSM 
has a mathematical structure which admits naturally the ex­
istence of Dirac monopoles, though I do not sketch here why 
the non integrability of wave function results in Dirac mono­
poles. However it seems worthwhile to notice an important 
fact from the present stochastic control theoretical point of 
view ofNSM. The nonintegrability of wave function does not 
enter the theory, even when the integrability constraint is no 
longer assumed, if wavefunctions are initially integrable. 
The time-symmetric stochastic control problem (2.4), (2.5), 
(2.6), and (2.7) always admits an optimal integrable solution 
if the initial constraint (2.7) is integrable. NSM claims thus 
physically that there will be no chance to find out Dirac 
monopoles if there are no Dirac monopoles initially. 

5. CLASSICAL LIMIT OF QUANTUM MECHANICS 

In this section I will show how classical mechanics is 
realized within the realm of the present stochastic control 
theoretical formulation of NSM as a limit of quantum me­
chanics when fl tends to zero. 

In SWM, classical mechanics is obtained in the limit 
fl-o because the lowest order term in the asymptotic expan­
sion of the Schrodinger equation coincides with the Hamil­
ton-Jacobi equation.30 In HMM, Heisenberg's equation of 
motion for noncommutative canonical variables tends to 
Hamilton's equation of motion for ordinary (commuting) 
canonical variables in the same limit. The stationary phase 
approximation with fl-o of path integrals recovers the La­
grangian formalism of classical mechanics in FPI. How 
about in NSM? 
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Let us start out with the time-symmetric stochastic con­
trol problem (3.18) and (3.19). An optimal solution to it is a 
representative of the quantum mechanical time evolution of 
the Newtonian system (3.17) with a charge degree of free­
dom. By Theorem 3 we know that the control constraint 
(3.19) is equivalent to the variational constraint (3.27). I 
shall investigate the limit behavior of the solution to the 
time-symmetric stochastic control problem (3.18) and (3.27) 
for small fl, hoping it provides us classical mechanics. To do 
so, it is convenient to perform asymptotic expansions in 
powers offl,s namely, for sufficiently small fl, look for an 
optimal solution of the form 

X(t,lLl) = z(t) + fly(t,lLl) + o(fl), (5.1) 

where the zeroth order term z(·) is not a random process but 
an ordinary function of time of class C I. Corresponding I y , 
the mean forward and backward derivatives become 

DX(t,lLl) = i(t) + flDy(t,lLl) + o(fl), 

D.X(t,lLl) = i(t) + flD.y(t,lLl) + o(fl), 

(5.2) 

(5.3) 

respectively. Then I find an asymptotic expansion ofthe 
variational constraint (3.27), 

lE[ f"L (z(t),i(t);<P,A )dt + o(~)] 

= f"L (z(t),i(t);<P,A )dt + o(~) 
= extremal, (5.4) 

where L (.,.;<p,A ) is nothing but the Lagrangian in classical 
mechanics given by Eq. (3.25). As the variational constraint 
(5.4) must be satisfied in each power offl, the zeroth order 
term z(.) of the optimal solution (5.1) is obtained by an ordi­
nary (nonrandom) variational principle, 

IF L (z(t ),i(t );<P,A )dt = extremal. (5.5) 

This is the very Lagrangian formalism of classical mechanics 
for the Newtonian system (3.17). In NSM, classical mechan­
ics is thus realized by the lowest order term of the asymptotic 
expansion in powers of fl of the optimal solution to the time­
symmetric stochastic control problem (3.18) and (3.27). 

The above observation of the classical limit of quantum 
mechanics within the realm of NSM suggests to us that the 
passage from classical mechanics to quantum mechanics in 
NSM is conceptually simple and natural. Quantum mechan­
ics is a natural extension of classical mechanics. This is what 
I want to emphasize from a point of view of the optimal 
control theory. 

6. A SHORT CONCLUDING REMARK 

In the present paper I have developed a time-symmetric 
stochastic control theory as one of the representatives of 
quantum mechanics. I do not repeat here the results ob­
tained. I want to emphasize simply that I made an effort to 
clarify many facts which suggest the validities ofEq. (1.2) 
and of civilizing NSM in the nation of quantum mechanics. I 
myself believe that the present stochastic control theoretical 
formulation of quantum mechanics will provide a new view­
point in understanding Nature in atomic scale. 
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Nature controls everything, even in atomic scale, as 
Buddha recognized a long long time ago. 
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APPENDIX: STOCHASTIC CALCULUS OF VARIATIONS 

This appendix is devoted to an exposition of the theory 
of stochastic calculus of variations in a compact form. 

Let LlRn X lRn X lRn X [I,F ]_lRn be a function of class 
C', call it Lagrangian in a generalized sense, and x(t,w), 
I,t,F, be a random process defined on the probability space 
(fl,i.2'(Prob), Prob) such that the mean forward and back­
ward derivatives Dx(t,w) andD.x(t,w) exist inL,(fl,Prob) for 
each time tE[I,F] and are continuous functions of time. Al­
most all sample paths are assumed to be continuous. Nelson 
called such a random process an (S I) process.3 By the notion 
of action integral in a generalized sense, I denote a 
functional, 

J[x] = E[ IF L (x(t,w),Dx(t,w),D.x(t,w),t )dt ]. (AI) 

A functional J [.]: fl-lR is differentiable if, 

oJ[x] =J[x + ox] -J[x] 

= dJ[ox] + R [ox,x], (A2) 

where dJ [.] is a linear functional of ox and R [ox,x] 
= o(l/oxl/). The linear part dJ[·] is called a (functional) de­

rivative of J [.]. Then I have the following. 
Theorem A. The action integral (AI) is differentiable 

and has a derivative 

dJ[ox] = E[ ({~ J ax(t,w) 

- D [ aD.~~t,W) ] - D. LD:t,w) J} 
Xox(t,w)dt 

+ [ aL + aL ]'OX(t,W) IF] . 
aD.x(t,w) aDx(t,w) I 

(A3) 

Proof Straightforward calculations as in the case of 
Theorem 3 give 

M[x] = E[ ((~'OX(t,W) + aL .Dox(t,w) J ax(t,w) aDx(t,w) 

+ aL .D.OX(t,W»)dt] + o(llox/I). (A4) 
aD.x(t,w) 

By Nelson's rule in stochastic calculus,3 I have 
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E[ aL .DOX(t,W)] 
aDx(t,w) 

= _ E[OX(t,w).D.( aL )] 
aDx(t,w) 

+ ~ E [ aL 'OX(t,W)] , 
dt aDx(t,w) 

(A5) 

and, 

E[ aL .D.8X(t,W») 
aD.x(t,w) 

= _ E[8X(t,W).D ( aL )] 
aD.x(t,w) 

+ - E ·ox(t,w) , d [aL ] 
dt aD. x(t,w) 

(A6) 

which admit us to obtain the desired result. QED 
This theorem claims that an extremal constraint 

dJ[8x] = 0 with respect to a sample-wise variation ox(t,w), 
I,t,F, such that 8x(I,w) = 8x( F,w) = 0 is equivalent to a 
constraint 

D[ JL ] +D.[ JL ] -~=O (A7) 
aD.x(t,w) aDx(t,w) ax(t,w) , 

for each time tE[I,F] with probability one. I shall call Eq. 
(A 7) the Euler-Lagrange equation in a generalized sense. It 
is a natural extension of the Euler-Lagrange equation in or­
dinary calculus of variations. 

For example, in ordinary calculus of variations, a path 
of class C 2 with minimum length,x(.):[I,F]_lRn, is given by a 
solution to the variational problem 8j[x] = 0 (or dj[x] = 0) 
for a functional 

j[x] = IF li(t )Idt. (A8) 

Correspendingly, in stochastic calculus of variations, an 
(SI) process with minimum "length" x(t,w), I,t,F, should 
be defined by a solution to the stochastic variational problem 
8js [x] = 0 (or djs [x] = 0) for a functional 

js[x] = E[! IF [IDx(t,w)1 + ID'X(t,w)l]dt] . (A9) 

The minimum of/,['] is achieved by stationary diffusion 
processes 

x(t,w) = Co + vot + (Tow(t,w), I,t,F, (AlO) 

for various values of constant vectors co, va, and constant sca­
lar (To. 

The present theory of stochastic calculus of variations 
can be used to systematically characterize a certain class of 
random processes and will open an interesting field of math­
ematical research, though it is beyond the scope of the pre­
sent paper. 
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A multidimensional extension of the combinatorics function technique. I 
Linear and homogeneous partial difference equations 
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This paper is aimed at series solutions of physical phenomena that are described by linear 
homogeneous differential equations, like the Schrodinger differential equation. Series solutions to 
such equations, when they exist, lead to multidimensional, linear, and homogeneous recurrence 
relations among the expansion coefficients. The physical constraints imposed on the solutions of 
an ordinary differential equation (in the case of the Schrodinger equation that would be on the 
wavefunctions) then lead to a set of "initial values" on the expansion coefficients. The consistency 
of the initial values with the recurrence relation or partial difference equation (PDE) is one of the 
major problems in such cases. Until now, there was no systematic way of obtaining the solution of 
a PDE in terms of the initial values, and no systematic technique dealing with the consistency 
check. In this paper, we have been able to solve both of these problems by a natural extension of 
the combinatorics function technique developed by Antippa and Phares for one-dimensional 
linear recurrence relations. 

PACS numbers: 03.65.Ge, 02.30.Jr, 02.30.Ks 

I. INTRODUCTION 

This paper is the first in a series aimed at an exact ana­
lytic solution of the nonrelativistic Schrodinger equation 
with central potentials. Our immediate goal is the general 
power type confinement potential whose exact solution is 
very well known for the harmonic case and has been recently 
obtained for the linear potential. 1-3 The new mathematical 
method that ultimately lead to the construction of the linear 
potential wavefunctions and eigenenergies is the combina­
torics function technique (CFT). The CFT method, which 
has been discovered by Antippa and Phares,4--6 enables one to 
write down the explicit solution of any one-dimensional lin­
ear recurrence relation in a noniterative fashion. Here, we 
develop the previously nonexistent theory of the most gener­
al multidimensional, linear, and homogeneous recurrence 
relation, also referred to as partial difference equation. 

Partial difference equations 7 (PDE) arise when one at­
tempts power series solutions to partial differential equa­
tions. Consider the following homogeneous and linear par­
tial differential equation 

(Ll) 

Here L stands for a linear differential operator acting on the 
multivariable function I/J. One can think ofEq. (1.1) as being 
the Schrodinger differential equation, and I/J as the wave­
function of a muItiparticle system, where the X; stand for an 
appropriate system of generalized coordinates. Assuming 
the existence of a series solution to Eq. (Ll) in the form 

m, 

and replacing I/J by its series (1.2) in Eq. (Ll), the expansion 
coefficients B are found to satisfy a linear and homogeneous 
recurrence relation or PDE, 

P(E)B(M) =0. (1.3) 

M stands for the set of values I m l,m2, ... ,mjt ... j and P is a 
polynominal operator that depends on the set E of operators 

E I ,E2,· .. ,E;, .... Each individual operator, say Eo when act­
ing on the coefficient function F will produce a shift in the 
variable m;, according to 

E; B(ml, ... ,m;, ... ) = B(ml, ... ,m; + 1, ... ). (1.4) 

The inverse operation E ;- I, on the other hand, will produce 
the opposite shift, i.e., 

Ej-1B(ml,· .. ,mj, ... ) = B(ml, ... ,mj + 1, ... ). (1.5) 

A typical term in the polynominal operator P (E) is of the 
form (n; E~') where a j may be any integer. 

As an example, let us consider a two-variable function 
B (m l,m2) that satisfies the partial difference equation 

/IB(m l,m2) + /2B(ml + 2,m2 - 1) + /3B(ml - 4,m2 + 2) 
= O. (1.6) 

Then, 

P(E1,E2) =/1 + /2Ei E 2-
1 + /3E 1-4E~. (1.7) 

Coefficients/I./2, and/3 need not be constant and may very 
well depend on m l and m2 • Equation (1.6) is meaningless 
unless one specifies a certain set of initial values of the func­
tion. In general not any set of initial values is necessarily 
consistent with the given PDE. These initial values will be 
called boundary conditions imposed on I/J. 

A special case of Eq. (1.1) is the one-variable (or one­
dimensinal) equation, which is most commonly called a ho­
mogeneous finite-difference equation 7, 

(1.8) 

The formal solution of such an equation was obtained a few 
years ag04

-6 by expressing B (m tl in terms of initial values 
corresponding to arguments of B less than m I (boundary 
conditions at the "lower end"),4 or greater than m l (bound­
ary conditions at the "upper end,,). 8 In those two cases, the 
boundary conditions are always consistent with the finite­
difference equation. Then, this original work was general­
ized in two directions: (i) One of us (AJP) obtained the solu-
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tion of the inhomogeneous equation associated with Eq. 
(1.8), by fixing the boundary conditions either at the "lower 
end" or at the "upper end".:\ (ii) Antippa extended the results 
of Refs. 4 and 8 to mixed boundary conditions.1> In this latter 
case, Antippa based his solution on a discrete path approach 
to the problem, and found that the boundary conditions are 
not always consistent with the finite-difference equation 
(1.8). He also discovered in this particular case a systematic 
way of dealing with the consistency problem. 

This paper presents a method for obtaining the formal 
solution of the more general PDE of the form given by Eq. 
(1.3). In one-dimension it reduces to the method used by 
Antippa6 from which it is possible to recover the earlier re­
sults on bondary conditions either at the "lower end" or the 
"upper end" .4.8 The CFT concepts of "partitions" of a line 
element4

•
5

•
H and "discrete paths" in one-dimension6 are very 

simply extended in n dimensions, thus leading to the formal 
solution ofEq. (1.3) for a still unspecified set of initial values. 

II. DISCRETE PATHS AND COMBINATORICS 
FUNCTIONS 

The solution of linear and homogeneous partial differ-
ence equations can be arrived at rather intuitively and rapid­
ly. Our choice is to develop the subject with the same math­
ematical rigor and precision of language as done for one­
dimensional recurrence relations.4 The approach followed in 
Ref. 4 will be most illuminating and helpful. 

A. Restricted discrete paths in an n-dimensional 
Euclidean space 

Consider an n-dimensional Euclidean space. With ev­
ery point in this space of coordinates (m l ,m2, ... ,m n ), one as­
sociates vector M whose components are (m l ,m2 , .... m n ). 

Since there is a one-to-one correspondence between point M 
and vector M we will be using a loose language referring to 
M as either the point or its associated vector. 

From point M only N discrete displacements or steps 
are allowed. These steps are represented by a set d of N 
vectors, 

(2.1) 

so that leaving point M one can only reach points 
M - A"M - A2, ... , and M - AN, following discrete "back­
ward" steps. 

One also considers a set / of points in this space (in 
infinite or infinite number) that one refers to as boundary 
points represented by vectors J I ,J2, ... ,J1 , ... , thus 

(2.2) 

A restricted discrete path is said to exist between point 
M and one of the boundary points, J, when it is possible to 
reach J following successive "backward"steps such that no 
intermediate point is a boundary point. If w is the number of 
"forward" steps linking J to M, then 

M - J = f 8; and 8;Ed. 
i= 1 

(2.3) 

Two consecutive points S; _ I and S; are then related accord­
ing to 

(2.4) 
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and the ordering of the intermediate points on the path is 
from J to M, or 

So = J and S", = M. (2.5) 
Since none of the intermediate points on the path may be one 
of the boundary points, 

S;U for i=l-O. (2.6) 

In general, there may be more than one path connecting 
J to Minto w steps. To distinguish among different paths 
having the same number of steps we use the label q, 

q= 1,2, .. ·qrnax(w). (2.7) 

Here qrnax (w) is the number of distinct paths connecting J to 
Minto w steps. With these definitions the (wq)th path is 
isomorphic to the "ordered" set 

(2.8) 

By "ordered" set we mean that a differen t ordering of the 8' s, 
corresponding to another possible restricted path and, there­
fore, to another value of the label q, leads to a different set. 

Let J( be the set of all points M in space that do not 
have the following property: 

There exists at least one path reaching point M by suc­
cessive discrete steps belonging to .if containing no bound­
ary points belonging to /. For such a set jl, the set / is 
called a "full boundary" of j( with respect to .if. 

Theorem:1 Let ,f I and /2 be two full boundary sets of 
J(. Then / In/2 is a full boundary J( and no restricted 
path is possible connecting any element of / lor! 2, not 
belonging to / In/ 2, to any element of j(. 

Proof Consider an element J I of set / I not belonging 
to the intersection / In/ 2' Then J I is not an element of / 2' 

Since /2 is a full boundary of J( and J I does not belong to 
/2' then no restricted path is possible connecting J I to any 
point M of set J(. The same is true for any element J 2 of set 
/2 not belonging to /In/2' Thus, only points that effec­
tively generate J( belong to the intersection / In/ 2' and 
consequently / In/ 2 is a full boundary of J(. 

A direct consequence of this theorem is the existence of 
one and only one "minimal full boundary" / to set J( for 
which each and every element can be connected to at least 
one element of J( by at least one restricted path. Indeed, 
assume that there exist two minimal full boundary sets /' 
and /", and call /~ and f~ the part of /' and /", re­
spectively, not included in /'n/". Then, according to the 
definition ofa minimal full boundary and Theorem I, f' 
and /" must necessarily be empty, thus 

f'n/" = /' and f'n/" = /" or f' = /". 

We have thus established that, for a nonempty set j( 
and a given set d of displacement vectors, there exist one 
and only one minimal full boundary set /. This analysis 
excludes the extreme case where J( covers the entire Euclid­
ean space. Furthermore, it is clear that any full boundary 
necessarily contains the minimal full boundary set. 

Figure 1 shows three different cases where set /' is a 
minimal full boundary to set jl; Fig. 2 shows the same three 
cases with nominal full boundary sets; Fig. 3 shows cases 
where set j( is empty for given boundary sets. 
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mL_ J, xM, 

~ mz 
J= U,,~} 

(a) 

J3 J4 

mz 
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~ J ,", xM4 

~i~"' XM 3 
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o J4 

(e) 

.( = {~" ~z} 
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M={M, ,M2 .M3 .M4 .Ms ,Ms} 

. 
mz 

FIG. 1. The Euclidean space considered is two-dimensional. The set of 
displacement vectors.if contains two elements Al = (0.1) and A2 = (1.0). In 
case (a) set vH' has only one element M = (1.1) and its minimal full boundary 
/" contains two elements J I = (0.1) and J 2 = (1,0). In case (b) set vH' has 
four elements M, = (1.1). M2 = (1.2). M3 = (2.1). M4 = (2.2) and its mini­
mal full boundary /" contains four elements J I = (0.1), J 2 = (0,2). 
J 3 = (1.0). J. = (2,0). Finally case (c) corresponds to vH' having the four 
elements of case (b) and two additional ones. Ms = (0.2), M6 = (2.0), while 
the minimal full boundary has in addition to those of case (a) J 3 = ( - 1,2) 
and J. = (2, - 1). 

8. Unrestricted discrete paths in an n-dimensional 
Euclidean space 

In this section we will refer to the same sets JI, / and 
.# as those introduced in Sec. I1A. By definition we know 
that, for every element M of JI, it is possible to find at least 
one restricted path connecting M to at least one element of 
/. Here we will be considering all possible paths that con­
nect in an unrestricted way point J to point M, in the sense 
that, intermediate points along the path are allowed to be 
points belonging to /. In other words, restriction (2.6) is 
deleted, everything else remaining the same as before. Thus 
the set of unrestricted discrete paths include the set of re­
stricted paths. 

If qmax (m) is the number of distinct (unrestricted) paths 
connecting J to Minto m discrete steps, then, again, there is a 
one-to-one correspondence between the distinct paths (mq) 
and the distinct sets ~ wq' Whenever a path connecting J to 
Minto m steps belonging to .# is not possible, then 
qmax (m) = 0 and set ~",q is an empty set. Thus only certain 
values of m may lead to possible unrestricted paths. The set 
of possible values of m leading to possible paths will be called 
!1 (M). The set will never be empty unless JI, is empty. 

Let 9"(m) be the grand set whose elements are the sets 
~wq corresponding to a given value of m, i.e., 
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(2.9) 

and § the grand set whose elements are all sets ~,,,q; 

§ = (~",q;me!1;q = 1.2, ...• qmax(m)1 (2. lOa) 

u 
=-.§(m). 

me!1 
(2. lOb) 

Since there is a one-to-one correspondence between distinct 
paths and distinct sets ~, the set of distinct paths into m steps 
is isomorphic to § (m) and the set of all distinct paths regard­
less of the number of steps is isomorphic to 9". Further­
more. we denote by .§~. (m) the grand set of ordered sets ~ ,oq 

with a given value of m and whose ath element is restricted to 
beAk: 

(2.11) 

Finally, let '#"(m) be the subset of.# containing all 
displacement vectors Ai not entering any path connecting J 
to Minto m steps, and '#'(m) its complement. Then 

.# = .#'(m)n.#"(m) and '#'(m)n.#"(m) = 0. (2.12) 

m, 

J, 

(a) 

o 

o 

(b) 

A= {8,.82} 

M, 

J2 m2 

m , 
M2 M4 

M, M3 

0 

m , 
"15 Mz M4 

0 
M, M3 

Ms 
0 0 Fig. 2c 

o = Boundary points belonging to set J 
x = Points belonging to set M 

- = Restricted paths connecting boundary points 
to points from set M 

(e) 

FIG. 2. The three cases represented in Fig. 1. are reproduced here with the 
same sets .if and vH' but with nonminimal full boundaries. Here it is to be 
noted that no path. leaving any additional boundary point. may reach a 
point M of set vH' without having at least on of its intermediate points 
belonging to set /". The only paths represented here are the restricted paths. 
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Similarly, let ,71" be the subset of ,rY containing all displace­
ment vectors A, not entering any path connecting J to M 
whatsoever, and ,71' its complement. Then again 

,r! = ,d'u.d" and .71(1,71" = 0. (2.13) 

So far we only considered the case where point M is 
distinct from J. The case M = J can be added to our pre­
vious discussion by saying that there exists a path connecting 
J to M which is the zero path, for which we set w = 0 and 
qmax(O) = 1. 

C. Combinatorics functions 

With displacement vectors [A"A2 , ... ,AN I elements of 
set .sf, we associate N functions conveniently denoted by 
/A, ,. .. JAN· With the zero displacement vector Ao = 0 one 
associates the function/A" = 1. Furthermore, with a possible 
path (wq) connecting J to M, we associate the functional 

U) 

F'/.,(J;M) = II w(Sjifo,(Sj), wEf} q = 1, .. ·,qrnax(w), 
i =- 0 

(2.14a) 

where bo = Ao and bj , i = 1, ... ,w are the elements of the or­
dered set L1,,,q and the Sj are related to the Sj according to 
Eqs. (2.4) and (2.5) and not restricted by Eq. (2.6). w(Sj) is a 
weight coefficient that can take the values 0 or 1; 

w(Sj) = 0 for SjEf and i#O, 

w(S,) = 1 otherwise. (2. 14b) 

The weight coefficient w has the property of setting F~' = 0 
for paths connecting J to M having at least one of their inter­
mediate points belonging to set /. In other words, 

m, 

F;,,(J;M) = IT/II,; S,i/for i#O 
;=0 

.4 ° (8, ,8.2 } 

8, ° (0,1) 

8
2

°(1,0) 

J
2
6-----------m2 

J, 

(a) 

J, 

(b) 

m, 

J=h!, ',)2 ',)3} 

Mocp 

.4 ° {8.,,8.zl 
J~U,,~ ,,!o} 

M~Cp 

(2.14c) 

FIG. 3. Here again the Euclidean space space is two-dimensional and the set 
.af is the same as the one considered in Figs. I and 2. Cases (a) and (b) 
correspond to boundary set " leading to an empty set j(. 
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only for those paths q restricted by Eq. (2.6). When no path 
into w teps belonging to .ef is possible, then wiD (M) and 
qmax ((v) = 0, and, in this case, we define 

F~,(J;M) = 0, wW (M). (2.14d) 

Since qmax (w) = 0 implies that wW and that F'/" (J;M) is 
zero, it is convenient to define 

F~~,(J;M) = O. (2.14e) 

With all these definitions, when J = M, J can be connected 
to M by the zero path. In this case w = 0, and, consequently, 
qmax (0) = 1 only for J = M. For this special case 

(v - 0 

FA(J;J) = II w(SJII,(Sj) = 1. (2.14f) 
i=O 

By summing the functionals F'/,) (J;M) over all distinct 
paths connecting J to Minto w steps, we obtain the combina­
torics function of the first kind, 

q",."ilVi 

CM;M;w) = I F;')(J;M). (2.15) 
q-O 

On the other hand, by summing the functions, F;", over all 
district paths we obtain the combinatorics functions of the 
second kind, 

q",,,.i'''i 

C2(J;M) = L L F;,,(J;M). (2.16) 
(I.) q= 0 

From Eq. (2.14) definingF;,,(J;M), itis seen that the values of 
wW will certainly give a zero contribution to the summation 
in Eq. (2.16) Consequently, Eq. (2.16) can also be written as 

(2.17) 

In particular, according to Eqs. (2.14), (2.15), and (2.17) one 
has 

and 

CM;J) = CM; J; 0) = .t:M) = 1. 

C2(J;M) = 0 = CM;M;w), Mi.t1, 

CM;M;w) = 0, win (M). 

D. Fundamental theorems 

(2.18) 

(2.19a) 

(2.19b) 

We will now prove two theorems very similar to Theo­
rems I and 2 of Ref. 4 on linear one-dimensional recursion 
relations with a limited type of boundary points. Although 
there is a striking similarity between what is done here and in 
Ref. 4, completeness and mathematical rigor demand a sepa­
rate and distinct development. The language of Ref. 4 uses 
the words "partition", "partitioning subintervals", "Special 
Combinatorics Functions" and "Constrained Combinator­
ics Functions." Here, these objects are replaced by "restrict­
ed or unrestricted path", "discrete displacement vectors or 
steps", and, just "Combinatorics Functions", respectively. 
All the objects of Refs. 4, 5 and 6 are recovered from our 
generalized comcepts when the underlying Euclidean space 
is simply one-dimensional. 

In all subsequent developments, J( is the set of all 
points M such that all possible paths reaching point M by 
successive discrete steps belonging to .w must necessarily 
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contain one and only one boundary point belonging to /. 
Thus, for every point M~, there exists at least one restrict­
ed path that links M to at least one point JE/, such that all 
intermediate steps belong to d and none of the intermediate 
points along the path are allowed to be points belonging to 
/. When such a relationship exists between sets /,1,and 
d, we focus our attention on two points J and M belonging 
to sets / and 1, respectively, and, the, consider all possible 
unrestricted paths, labeled (wq), linking J to M. These unres­
tricted paths have all their intermediate steps belonging to 
d, but intermediate points along any path are allowed to be 
elements of /. Clearly, for two such points J and M, the set 
of all unrestricted paths includes the set of restricted paths. 

To simplify the proof of the two theorems on Combina­
torics Functions, as in Ref. 4, five lemmas will be needed. 

Lemma 1: For every Ak Ed'(w), there exists at least one 
unrestricted path connecting J to M in w steps, having its 
ath step equal to Ak . 

Proof Given a positive integer a < wand a displace­
ment vector Ak Esl"(W), we need to prove the existence of an 
unrestricted path (wq) connecting J to M in w steps 
(SI,S2"",Sa ""Sw)' with Sa = A k. Since AkEd'(w), then by 
construction of .if'(w), there exists at least one unrestricted 
path (wq') connecting J to M, which includes Ak as one of its 
steps. Let this step be S; = A k • If i = a, then q = q' and the 
lemma is proved. If i #- a, then the exchange of the two steps 
S;and S~ leads to another possible unrestricted path con­
necting J to M, since the total number of steps is still wand 
the sum of the w displacement vectors or steps is still M-J. 
The new path (wq) obtained by reordering the steps 8 ' is 
specified by Sj = S; forj#-i andj#-a, Si = S~ and Sa = SF. 
Thus Sa = Ak and the lemma is proved. 

Lemma 2: The set of unrestricted paths connecting J to 
Minto w steps can be divided into non empty disjoint subsets 
which are in one-to-one correspondence with the elements of 
.w'(w). 

Proof Corresponding to each AkE.af'(w) we form the 
subset of unrestricted paths connecting J to M, whose ath 
step is A k . The elements of the subset corresponding to Ak 
are represented by ..1,,,qEil}~, (w). On the other hand, all un­
restricted paths from J to Minto w steps are represented by 
the sets ..1,,,qE~ (w). What we need to prove is the following: 

(i) The subsets !;-:;~Jw) are nonempty and disjoint, 

.~)~Jw)#-0 for AkE12A'(w), (2.20) 

and 

(2.21) 

(ii) .CJ} (w) can be divided into the subsets 9J~, (w), 

.C/(w) u .C;-:;~ (w). (2.22) 
A"C.~/'(M) J... 

(iii) The correspondence between ii7~Jw) and Ak Ed'(w) 
is one-to-one. 

According to Lemma 1 the subsets §~.Iw) are non­
empty for Ak E.W'(W). Thus Eq. (2.20) is established. Further­
more, if ..1("qE§~,(W) then its ath element, Sa' is S" = Ai' 
Since the Ak's are all different, then, forj#-i, Aj #-Aj . Conse­
quently ..1("qEftJ~, (w) for any j#-i. Eq. (2.21) is thus 
established. 
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Every set ..1",q belonging to § (w) is made up of elements 
(Spoo.,S,,,) belonging to .w'(w) by construction of set .if'(w). 
Specifically,the ath element of the ordered set ..1,,,q is some 
displacement vector AkEd'(W) and consequently 
..1("qE§~, (w) corresponds to a path from J to Minto w steps 
and hence belongs to §(w). Eq. (2.22) is thus established. 

Finally, since for every AkE.of'(w) there exists a non­
empty subset B~Jw), and since two subsets ftJ~,(w) and 
9~(w), corresponding to two different elements of .if'(w), 
are disjoint, then the correspondence between the subsets 
q;~Jw) and Ak of .cY"(w) is one-to-one. 

Lemma 3: There is a one-to-one correspondence be­
tween the unrestricted paths from J to Minto w steps (UI;> 1) 
having their ath step equal to Ak , and the unrestricted paths 
from J to M - AI into (UI - 1) steps. 

Proof (i) Case UI = 1: An unrestricted path from J to M 
having one step is possible, when M - J = Ak for some 
AkE.af. Since the A's are all different, then there exists only 
one possible unrestricted path from J to M into one path. 
Furthermore, the path connecting J to M - Ak is the zero 
path, and thus corresponds to (UI - 1) = 0 steps which can be 
done in one and only one way, qmax (0) = 1. Consequently, 
the one-to-one correspondence is trivially established in this 
case. 

(ii) Case UI;>2: Consider an unrestricted path into UI 
steps (SI' S2""'S" __ I ,Ak ,Sa: + I ... ,8",) connecting J to M with 
Sa = Ak , then the path represented by 

(SI ,.00,S;" _ I) = (8 1,·00,Da _ 1,8" + I ,00.,D
IU

) (2.23) 

is an unrestricted path joining J to M - Ak into (UI - 1) 
steps, since 

'''f's, = (f Si) - Sa = (M - J) - Ak = (M - A k ) - J. 
i~' i~' (2.24) 

Furthermore, two distinct paths, (wq,) and (Wq2)' connecting 
J to Minto w steps and having Sa = Ak must differ by at 
least one step, sayS! #-Sf, forsomel #-a. Thus, they will lead 
to two distinct paths, (UI - 1 ,q; ) and (UI - 1 ,q~ ), connecting J 
to (M - A k ) into (UI - 1) steps, according to the correspon­
dence established by Eq. (2.23). Conversely, consider a path 
from J to M - Ak into (w - I) steps represented by 
(S; ,S~ ,00.,S;" _ I)' Then M belongs to set .jt and the set 

(2.25) 

represents a path from J to Minto w steps since 

itlSi = Ctllsr) + Ak = (M - A k ) - J + Ak 

= M - J. (2.26) 
Furthermore, it is clear, according to Eq. (2.25), that two 
distinct unrestricted paths from J to M - Ak into (UI - 1) 
steps lead to two distinct unrestricted paths from J to Minto 
UI steps. 

Thus, the correspondence established in Eq. (2.23) is 
one-to-one. 

Lemma 4: Two points, JEJ and M - AkE."tf, can be 
connected by unrestricted paths into (w - I) steps, w;> 1, if 
and only if J can be connected to M by unrestricted paths 
into w steps and AkE.c('(W). 
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Proof: The above lemma can be restated as follows: 

(w - l)Efl (M - Ak )~Efl (M) and Ak Ed/(w). (2.27) 
(i) wEfl (M) and AkE.cY"/(W): Then by construction of 

,#/(w), there exists at least one unrestricted path from J to M 
into w steps, which includes Ak as one of its steps. The exis­
tence of a corresponding path from J to M - Ak into (w - 1) 
steps is then guaranteed by Lemma 3. Hence 
(w - 1 )Efl(M - Ak ). 

(ii) (w - 1 )Efl(MAk ): In this case (M - A k ) can be 
linked to J into (w - 1) steps. Then, by Lemma 3, there exist 
corresponding paths from J to M in w steps, having one of 
their steps equal to A". This meanswEfl (M) and Ak Ed(w). 

Lemma 5: M~ if and only ifM-A;U for all A;Ed. 
Conversely, M~ if and only ifM-A;~ for all A;Ed. 

Proof The proofs of the two parts of this lemma are 
similar. Here, we will only prove the first part since the proof 
of the second part can be done following similar steps. 

(i) MU: In this case "backward"steps belonging to d 
from M can only reach points M - Ai' None of these latter 
points can be a point belonging to f since we would have 
had a restricted path connecting M to one of the boundary 
points (and this is not possible since MU). Let us assume 
that one of the points M - Ai does belong to set vii for some 
i = k. This would mean that there exists at least one restrict­
ed path joining M - Ak to at least one of the boundary 
points, say J [, and, therefore, there would exist a restricted 
path joining J[ to M whose last step is A k , i.e., M~. This 
contradicts our hypothesis and we conclude that M - Ak 
U. 

(ii) M - A;tL for all Ai Ed: Leaving one of the points, 
say M - A k , point M can be reached by a "forward" step 
A k • Therefore, restricted paths are not possible connecting 
any boundary point to point M and containing as intermedi­
ate (before last) point M - A k • Since every possible path 
reaching point M should necessarily contain one of the 
points M - A;, then no restricted paths are possible con­
necting any boundary point to M, and, consequently MU. 

Theorem 2: Given a set /, which is a full boundary of a 
set .L with respect to a set sf of displacement vectors, and 
given two points JE,/ and ME,/, then, for w> 1 

Ct!J;M;w) = I fAJM)Ct!J;M - Ak;w - 1). (2.28) 
AI..E .af 

Proof Eq. (2.28) is trivially satisfied for MU. Indeed, 
according to Lemma 5, M - AkU for all AkEsf, and, by 
construction of the combinatorics functions, namely Eq. 
(2.19a), both C\(J;M;w) and Ct!J;M-Ak;w - 1) for any Ak 
Ed vanish. Weare left with the less trivial situation M~. 

By construction of the combinatorics functions, CI cor­
responds to all possible unrestricted paths connecting J to 
M. According to Eq. (2.12), the summation over Ak in Eq. 
(2.28) can be separated into two parts: 

I = I + I . (2.29) 
A"E.,y A/..E.~Y '(M) A I..E. nl "(tvl 

By Lemma 4, Eq. (2.27), if AkEd'(W), then (w - 1) 
Efl (M - Ak)' Thus by constuction of C p one has 

Ct!J;M - Ak;w - 1) = 0 for AkEd"(w). 
Consequently, 

I fA.(M)Ct!J;M - Ak;w - 1) = O. (2.30) 
A!,E.''; "1(1)1 
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In evaluating the sum over the elements of .cY'(w), it is 
convenient to treat separately the cases wen (M) and wEfl 

(M): 

(i) The case wW (M): In this case no path connecting J 
to Minto w steps is possible. Thus, by Lemma 4, Eq. (2.27), 
no path from J to M - Ak into (w - 1) steps is possible ei­
ther, since (w - l)W (M - Ak)' Consequently, according to 
the way the combinatorics functions are defined, C,(J;M;w) 
and CI(J;M - Ak;w - 1) are zero for all AkEsf. Equation 
(2.28) is thus trivially satisfied. 

(ii) ThecasewEfl (M): In thiscasefl (M)#0and Ms,#'. 
We will consider the cases w = 1 and w > 1 separately. 
(a) w = 1: Then the path from J to M has only one step, 

say At Esf. Hence d/(w) = ! At I has only one element and 
M - At = J. By construction 

Ct!J;M;l) = CI(J;J + A t ;l) = fA,(M)w(M), 

and w(M) = 1 since Me/. Furthermore, by construction 

Ct!J;M - At;O) = Ct!J;J;O) = 1. 

and the theorem is proved. 
(b) w>2: For this case we will present the main steps in 

the derivation in succession, and justify the passage from one 
stage to the other subsequently. Our starting point is the 
definition of the combinatorics function of the first kind: 

qm.,(W) 

Ct!J;M;w) = I F~,(J;M) (2.31a) 
q =0 

I F~(J;M) 
4",qE'l(w;M) 

(2.31b) 

I I F~ (J;M) (2.31c) 
A/..E.ry'((u) d',>qE.Y' A:,Jw;M) 

= C'EJ;'('U)W(MlfA' (M) 

X 4"qefr,(U;M))XW(S;)f8i(S;)) (2.31d) 

= I (fA,(M) 
AkE.n/'f(tJ) 

X 4," lqE'l(~I;M_A,))XW(S;)f/ji(S;)) (2.31e) 

A'EJ;,(/(A, (M) 

X 4,., lqE'/(~ I;M _ AdF;u - I (J;M-Ak
)) (2.31f) 

I fA.(M)C\(J;M - Ak;w - 1). (2.32) A,Ed'«u) 
An unrestricted path (wq) from J to Minto w steps 

exists and is represented by the ordered set ..::1 Wq ' whose ele­
ments are the steps in the path ordered from J to M. Hence 
the summation over the index q in Eq. (2.31a) can be equiv­
lently performed over the sets..::1 wq belonging to the grand set 
£2J (w;M), as in Eq. (2.31 b). Here we added the argument M in 
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referring to the grand set PiJ (eu) to make explicit the end point 
M of the path. 

The passage from Eq. (2.31b)toEq. (2.31c) is allowed by 
Lemma 2 as expressed by Eqs. (2.20), (2.21), and (2.22), with 
a = eu. Again, we make explicit the relation of PiJ~ (eu) to the 
end point M, by writing PiJ~k (eu;M). PiJ~, (eu;M) is a subset of 
the grand set PiJ(eu;M) whose elements are the ordered set 

A",q' PiJ~k (eu;M) contains all those A",q having their last ele­
ment 6," = Ak • Since paths are unrestricted and the point 
M - Ak may very well belong to /' despite the fact that 
Mt/, then the displacement 6", = Ak is unrestricted and is 
an element of .r1"(eu). This completes the equivalence be­
tween Eqs. (2.31b) and (2.31c). 

Equation (2.31d) is obtained by using the definition df 
the functional F! as given by Eqs. (2.14) and remembering 
that we are dealing with the case euE!J (M). Furthermore 
w(S", )fA, (S", )=w(M)fA, (M) has been taken outside the sec­
ond summation, since the euth element 6", of all sets A",q 

entering the summation is Ak , and since Sa> = M is the same 
for all paths. 

The passage from Eq. (2.31d) to Eq. (2.31e) is made us­
ing Lemma 3, according to which there is a one-to-one corre­
spondence between the unrestricted paths from J to Minto 
eu steps ending by Ak , and the unrestricted paths from J to 
M - Ak into (eu - 1) steps. This is why we made explicit the 
fact that the grand set PiJ(eu - 1) in Eq. (2.31e) refers to the 
end point M - Ak instead ofM, thus using the notation 
PiJ (eu - I;M - A k ). Finally, this transition is done by using 
the assumption that Mt/, thus requiring w(M) = 1, as stat­
ed in Eq. (2. 14b). 

Since we are considering the case euE!J (M), and since, in 
Eq. (2.31e), A kE.r1"(eu), then according to Lemma 4, 
(eu - 1)E!J (M - Ak)' Thus, using the definition of F~ as giv­
en by Eqs. (2.14), and noting that SOl _, = M-Ak for all 
terms in the second summation ofEq. (2.31e), we obtain Eq. 
(2.31f). 

The second summation of Eq. (2.31f) runs over all the 
elements of PiJ (eu - I;M - Ak ) which is in one-to-one corre­
spondence with all unrestricted paths from J to(M - Ak ) 

into (eu - 1) steps. This is explicit in Eq. (2.31g) by letting the 
path label q run over the whole range of possible values, 
reaching the maximum value qrnax (eu - 1) that depends on 
the total number of steps (eu - 1). Finally, Eq. (2.32) is ob­
tained by using the definition of the combinatorics function 
of the first kind, Eq. (2.15). 

Combining Eqs. (2.30) and (2.32), we find that Eq. (2.28) 
is satisfied for eu;;;' 2. This completes the proof of Theorem 2. 

Theorem 3: Given a set /' which is a full boundary of a 
set J( with respect to set of displacement vectors .r1', and 
given two points JE/ and Mil', then 

C2(J;M) = L fA, (M)C2(J;M - Ak)' (2.33) 
A/,E.C-Y 

Proof Eq. (2.33) is trivially satisfied forMU. Indeed, 
according to Lemma 5, M - AkU for all Ak E.r1', and, by 
construction of the combinatorics functions, namely Eq. 
(2. 19a), C2(J;M) and Cz(J;M - A k ) are all zero. The case 
MEJI is not trivial and we will present the main steps in the 
proof in succession and give their justification afterwards: 
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C2(J;M) = L CIiJ;M;eu) (2.34a) 
WEn 1M) 

= L L fA.(M)CIiJ;M - Ak;eu - 1) (2.34b) 
WEn (M)A,E.W 

= L fA,(M) L CIiJ;M - Ak;eu - 1) (2.34c) 
A,Ed WEn 1M) 

= L fA,(M) L CIiJ;M - Ak;eu - 1) 
A,ed I'" - ')enIM - Ad 

(2.34d) 

= L fA, (M) C2(J;M - Ak )· (2.34e) 
AkE.a! 

The starting point Eq. (2.34a) comes from the relation 
between the combinatorics functions of the first and second 
kind as given by Eq. (2.17). 

Since MEJI, then eu;;;' 1, and the conditions of Theorem 
2 are satisfied. Thus using Eq' (2.28) to replace CIiJ;M;eu) 

leads to Eq' (2.34b). 
The summations over Ak E.r1' and euEfl (M) are indepen­

dent of each other and cll.n therefore be exchanged. Further­
more, fA, (M) is independent of eu and can be taken outside 
the summation over eu. We thus obtain Eq. (2.34c). 

According to Lemma 4, (eu - 1)E!J (M - A k) implies 
that euEfl (M) for Ak E.r1'. Thus 

{eu;(eu - I)Efl (M - A k ) 1 C {eu;euEfl (M) 1, (2.35) 

and consequently 

L C,(J;M - Ak;eu - 1 
,~n(MI 

= L CIiJ;M - Ak;eu - 1) 
I'" - ')EnIM - Ad 

+ L C,(J;M - Ak;eu - 1). (2.36) 
1<" - ')in 1M - Ad.WEn 1M) 

According to Eq. (2. 19b) the summation over 
(eu - I)W (M - A k ), euEfl (M) in Eq. (2.36), adds up to zero. 
Hence the second term on the right hand side of Eq. (2.36) 
drops out and the resulting equation substituted in Eq. 
(2.34c) leads to Eq. (2.34d). 

Finally, by using Eq. (2.17) another time we arrive at 
Eq. (2.34e). Thus Eq. (2.33) is satisfied. This completes the 
proof of Theorem 3. 

III. LINEAR AND HOMOGENEOUS PARTIAL 
DIFFERENCE EQUATIONS 

A. Notation 

The general multidimensional linear and homogeneous 
POE compactly written as in Eq' (1.3), can be presented ex­
plicitly in the form 

N L f~(M')B(M' - A~) =0. (3.1) 
k=O 

Equation (1.6) is just a special caseofEq. (3.1), whereN = 2 
and the space associated with the POE is two-dimensional. 
Thus M', in Eq. (1.6), stands for (m pm2 ) and a displacement 
vectors A" are given as: 
~ = (0,0), A; = (- 2,1), A; = (4, - 2). The multivariable 
function B, in general, is required to take on specific initial 
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values at some set of evaluation points that we refer to as 
boundary conditions, namely, 

B (J;) = AI"'" B (J;) = AI,.... (3.2) 

For Eq. (3.1) to be solved, one has to obtain B (M') in 
terms ofthe initial values, A I' It is then necessary to be able to 
connect the evaluation point M' to the boundary points J; by 
successive applications of the PDE, Eq. (3.1). This is clearly 
possible, if and only if, it is possible by successive "back­
ward" discrete steps specified by the displacement vectors 
A~, to reach the boundary points J; and no other points. In 
other words, if /' is the set of boundary points and .Q/' is the 
set of displacement vectors as specified by the PDE, Eq. (3.1), 
the only evaluation points M', for which B can be computed 
in terms of theA 's, must belong to a certain set ~', such that 
/' is a full boundary of~' with respect to .Q/'. This simple 
analysis gives already the answer to the consistency problem 
between a PDE and its set of initial conditions or initial val­
ues. The result will be recovered in a rigorous way in the 
forthcoming developments. 

If there exists at least one coefficient, say fi, in Eq. 
(3.1), which is nonzero in the region specified by ~', then it is 
convenient to divide Eq. (3.1) by filM'): 

B(M' - An + L f~(M? B(M' - A~) = O. (3.3) 
k¥; filM) 

By setting M' - A; = M, making a shift in the displacement 
vectors, 

Ak = A~_I - Aifor k = l, ... ,i 

Ak = A~-Aifor k = i + I, ... ,N, 

and defining new coefficient functions 

(3.4a) 

(3.4b) 

fA, (M) = - f~- I (M + Ai)! filM + An for k = 1, ... ,i 
(3.Sa) 

fA, (M) = - f~ (M + Ai)! filM + A;) for k = i + 1, ... ,N, 

(3.Sb) 
then, the PDE is conveniently written as 

N 

B(M)= L fA,(M)B(M-Ak)' ME~. (3.6) 
k~1 

The boundary points remain unchanged, say J I = J;, so that 
the initial conditions are 

(3.7) 

The set of boundary points / is identical to /' while the 
domain of definition has slightly shifted and is represented 
by the set PIt. Also, one has a discrete set of nonzero displace­
ment vectors .if = [A I ,A2 , ••• ,AN ). With each displacement 
vector Ak one associates a function fA. (M) which is precisely 
the coefficient of B (M - A k ) in the PDE, Eq. (3.6). 

B. General solution 

The problem at hand is to give an explicit expression for 
B (M), in terms of the arbitrary coefficients fA, (M) and the 
arbitrary set of initial values [A,;I = 1,2,.··). If the problem 
has a solution, the since Eq. (3.6) is linear and homogeneous, 
one expects to be able to obtain B (M) as a linear combination 
of the initial values, namely, 

1028 J. Math. Phys., Vol. 22, No.5, May 1981 

(3.8) 

Thus, a coefficient C (i) in the above expansion must be a 
particular solution of Eq. (3.6) for the case where all the A 's 
vanish except for the parameter A; which is fixed to be unity. 
We therefore give the solution in the form of two theorems. 

Theorem 4: The combinatorics function of the second 
kind C2(J;;M) conditions (<5/1 is Kronecker's symbol) 

B (Jd = <5;/' 1= 1,2, ... ,i,.··, (3.9) 

provided that all possible discrete paths connecting J; to M 
are made of displacement vectors Ak with the associated 
coefficient functions being 14,' Ak and fA, are as defined by 
Eq. (3.6). 

Proof Under the conditions specified by this theorem, 
Theorem 3 can be applied. In particular, Eq. (2.33) is conve­
niently written as 

N 

C2(J;;M) = L fA.l M )C2(J;;M - Ad, Mi/. (3.10) 
k~1 

Furthermore, according to the definition of the combinator­
ics functions, namely Eqs, (2.14) and (2.15), one has 

'" C2(J;;M) = L II w(Sj)fti,(Sj), (3.11) 
w.qj=O 

such that bjE.if, bo = 0, Sj - Sj_1 = bj , So = J;, and 
S", = M for all possible values of (tI. The weight coefficient 
w (Sj) can take the value 0 or 1, according to 

w(Sj) = 0 for SjE/ and j=/=O 

w(Sj) = 1 otherwise. (3.12) 

I t then follows that, if M is one of the boundary points, J I' 
which is not J;, one has 

w(S,J=w(J/)=O V(tIandq, 

thus leading to 

C2(J;,J /) = 0 for i=/=l. 

(3.13) 

(3.14) 

On the other hand, ifM = J o only the zero path con­
nects J; to M, corresponding to only one possible value of (tI, 
(tI = 0, and a corresponding value of q, qmax ((tI) = 1, or 

(3.15) 

Equations (3.14) and (3.15) can be conveniently combined 
into one single formula with the use of Kronecker's symbol: 

C2(J;;Jd = b;p J;and J/E/. (3.16) 

Thus CM;;M) satisfies Eq. (3.6) and the boundary condition 
(3.9). This completes the proof of Theorem 4. 

Theorem 5: The solution ofEq. (3.6) with the boundary 
conditions ofEq. (3.7) is given by 

B(M) = LA;C2(J;;M). (3.17) 
; 

Proof Since Eq. (3.6) is a linear equation and C2(J;;M) 
are particular solutions, then any linear combination of the 
particular solutions must also be a particular solution. Thus 

B (M) = LA;C2(J;;M) satisfiesEq. (3.6). Furthermore, ifone 
; 

sets M to be one of the boundary points, say J 1, then, accord-
ing to Eq. (3.16), 
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B(J1) = }:A;C2(J;;J1) = }:A1c5i/ =A{. (3.18) 
- , 

Thus (3.17) is a solution of Eq. (3.6) and satisfies the bound­
ary conditions (3.7). This completes the proof of Theorem 5. 

Corollary 1: / being the set of boundary points 
{J{;i = 1,2, ... }, andvR' the set of points for which/ is a full 
boundary set with respect to set d of displacement vectors, 
then the POE, Eq. (3.6), is consistent with the set of initial 
values, Eq. (3.7), if and only if.'3P CvR'. 

Indeed the way the combinatorics functions have been 
defined, is that they exist if and only if a restricted path exists 
connecting at least one boundary point to the point M at 
which B has to be evaluated. Otherwise, by hand, we set the 
combinatorics functions to vanish, as stated in Eq. (2. 19a). 
Thus, it is enough for one point ME.'3P not to belong to vR' for 
not being able to compute B(M) in terms of the A; 's since, 
according to Eq. (3.17), the C2's do not exist and are set to be 
zero. This shows that the domain of definition, .'3P, of the 
POE should necessarily be included within vR'. 

Corollary 2: If.'3P CvR' and if 10 is the minimal full 
boundary of vR', then the only initial values, A, = B(J,), in 
terms of which the evaluation of B (M) can be performed, 
correspond to the boundary points J,e/ o' 

This follows directly from the definition of the minimal 
full boundary, and the construction of the combinatorics 
functions. 

IV. CONCLUSION 

The combinatorics functions, first constructed by An­
tippa and Phares,4 to give the solution of one-dimensional, 
multiterm, linear, and homogeneous recurrence relations for 
two special sets of initial values, have been generalized to 
give the solution of the most general multidimensional, mul­
titerm, linear, and homogeneous partial difference equations 
with arbitrary initial conditions. In the process of generaliz­
ing the concept of combinatorics functions of Ref. 4, a better 
understanding of the construction of the solution of POE 
was attained, leading to a very simple criterion of existence 
of solutions in terms of the predetermined set of initial val­
ues. The main results can be summarized as follows: Given 
the linear partial difference equation 

N 

B (M) = }: fA. (M)B(M - Ak ), ME.'3P, (4.1) 
k=1 

with the initial value conditions 

(4.2) 
where.'3P is the set specifying the domain of definition of the 
POE, and / the set of boundary points J{', then, 

(i) a solution exists ifand only if.'3P CvR', wherevR' is the 
set having / as a full boundary with respect to set 
d = {A1,A2, ... ,AN }. 

(ii) The solutioll. -Nhen it exists, is unique, since vR' has 
one and only one minimal full boundary /0' and B(M) is 
computed in terms of those A[ corresponding to J [E/ o' 

(iii) The solution is given in terms of the combinatorics 
functions of the second kind as 
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TABLE J. Functionals associated with all restricted paths connecting 
boundary point J 2 to point M4 of Fig. Ie. nJM = {IV = 3) forJ, = (1,0) 

IV Path 

3 J 2M.M2M, 
3 J 2M.M3M, 

3 J2M6M3M4 

Path label q 

2 

3 

B (M) = }:A{Cz(J{;M). 
1 

f., (M.).t:., (M2)f., (M,) 
I., (M.)fA, (M3 )f., (M,) 
fA, (M6).t:., (M3)f., (M.) 

(4.3) 

The combinatorics functions of the second kind are 
constructed as follows: 

(iv) For every J rE/ 0 and ME...-k', one considers all pos­
sible restricted paths connecting J r to M into steps blEd". A 
given restricted path may be labeled (wq) where w refers to 
the number of steps in a path, and q individualizes the par­
ticular path into w steps. 

(v) Corresponding to each (wq) path with steps (b l • b2• 

.... b",). intermediate points S; are generated. given by 

S; = J 1 + i: bj • S;E/. i = I ..... w. (4.4) 
j= I 

(vi) Corresponding to each (wq) path. construct the 
functional [here the weight coefficient w(S;) is automatically 
1. since S;E/]: 

F:'(J[;M) = f fc5,(S;). (4.5) 
'=1 

(vii) The combinatorics function of the second kind is 
then given by the sum over all functions corresponding to all 
distinct restricted paths connecting J[ to M: 

(4.6) 
'" q 

Generalization of the technique to the inhomogeneous 
POE and its applications will be presented elsewhere. 9 Final­
ly, in Table I. we consider the particular case of Fig. Ic. 
where the set (M4) contains only one element, w = 3. for the 
boundary point J 2 = (0, I). Restricted paths are then sequen­
tially labeled and the associated functionals F! are appro­
priately given. 

'A. F. Antippa and A. J. Phares, J. Math. Phys. 19, 108 (1978). 
2A. J. Phares, J. Math. Phys. 19,3329 (1978). 
-'P. A. Maurone and A. J. Phares, J. Math. Phys. 21, 830 (1980). 
'A. F. Antippa and A. J. Phares, J. Math. Phys. 18, 173 (1977). 
'A. J. Phares, J. Math. Phys. 18, 1838 (1977). 
"A. F. Antippa, J. Math. Phys. 18,2214 (1977). 
7See, for example, P. M. Morse and H. Feshbach, Methods of Mathematical 
Physics (McGraw-Hili, New York, 1953); L. M. Milne-Thomson, The Cal­
culus of Finite-Differences (St. Martin's, New York, 1951); C. Jordon, Cal­
culus of Finite-Differences 2nd Rev. Ed. (Chelsea, New York, 1960); F. 
Lessman and H. Levy, Finite-Difference Equations (Macmillan, New York, 
1961); F. B. Hildebrand, Finite-Difference Equations and Simulations 
(Prentice-Hall,Englewood Cliffs, N. J. 1968). 
"See Appendix C of Ref. I. 
9 A. J. Phares, Villanova Preprint TH-02 (1980) and TH-03 (1980). 
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A multidimensional extension of the combinatorics function technique. II. 
Linear and inhomogeneous partial difference equations 

Alain J. Phares 
Department of Physics, Villanova University, Villanova, Pennsylvania 19085 

(Received 13 May 1980; accepted for publication 24 October 1980) 

Recently the solution of multidimensional, linear, and homogeneous recurrence relations, or 
partial difference equations (PDE), was obtained via a multidimensional extension of the 
combinatorics function technique, developed by Antippa and Phares. Combinatorics functions of 
the first and second kind are representations of "restricted" paths connecting two points in an n­
dimensional space. These functions are shown to give the solution of the most general linear and 
inhomogeneous PDE. The consistency of the PDE with the initial value conditions is also 
discussed. Applications of the method are given elsewhere. 

PACS numbers: 03.65.Ge, 02.30.Jr, 02.30.Ks 

I. INTRODUCTION 

The aim of this paper is to obtain the explicit expression 
of the solutions of the most general linear and inhomoge­
neous partial difference equations (PDE). This work is the 
natural extension of a recent article I on the linear and homo­
geneous PDE, hereafter referred to as paper I. All the nota­
tions used here are those of paper I, where the homogeneous 
PDE was conveniently written as 

N 

B{M)= I/A,(M)B(M-Ad;ME3P. (Ll) 
k~1 

B is a multi variable function and its argument M stands for a 
set of n variables (m l , m2, ... ,mn ). Thus M can also be viewed 
as a vector in a n-dimensional space representing the coordi­
nates of a point M. Using a loose language we will refer to M 
as either the vector or the point it is associated with. Equa­
tion ( 1.1) expresses the property that for certain points M of 
the n-dimensional space, specified by region 3P, B (M) is re­
lated to n terms corresponding to the same function B with 
shifted arguments, M - A k • The N shifts or N displacement 
vectors form a set we call .d = {A I,A2 , ••• ,AN }. The coeffi­
cients mUltiplying B (M - A k ) are assumed to be known and 
are conveniently labeled by A k • Coefficients/A,(M) are not 
necessarily constant and may very well depend on the evalu­
ation point M. Difference equation (1.1) by itself is insuffi­
cient to determine uniquely the value of the function B at any 
evaluation point M belonging to region 3P, unless some set of 
initial values is specified. These values or boundary condi­
tions are the values of B at some arguments J" taken as 

(1.2) 

The associated points J, in the n-dimensional space, called 
boundary points, form aset/ = ! J,; 1= 1,2, ... j referred to 
as the "boundary" set. 

Equation (1.1) and its boundary value condition, Eq. 
(1.2), were first discussed by Antippa and Phares2

,3,4 for the 
special case where B is a single-variable function and there­
fore defined on a one-dimensional space (n = 1). 

Equation (1.1) is not necessarily consistent with the 
boundary value condition, Eq. (1.2). To obtain the consisten­
cy condition, it was esssential to introduce in paper I a set, 

vii, containing all points M in the n-dimensional space not 
having the following property: 

There exists at least one path reaching point M by suc­
cesssive discrete steps belong to .d containing no boundary 
points belonging to /. When such a relationship exists be­
tween two sets..4" and /, then / is called a "full boundary" 
of ~ with respect to .d. Also in paper I. it was shown that 
there exists one and only one set, /0' called the "minimal 
full boundary" of~, with respect to.d, such that each and 
every element of /0 can be connected to at least one element 
of~, by at least one restricted path. We showed in paper I 
that Eq. (1.1) is consistent with Eq. (1.2) provided 3P C~, 
and that, if this is the case, the solution is unique and depends 
only on those A 's corresponding to boundary points J,E/o' 

The solution ofEq. (1.1), when it.exists, is given in terms 
of the combinatorics functions of the second kind. For every 
boundary point J,E/o and evaluation point M~, one 
considers all possible restricted paths connecting J, to M by 
steps b;E.d. A given path is identified by two labels (wq). w 
refers to the number of steps in a path. Label q is used to 
distinguish among various paths having the same number of 
steps w. Corresponding to each (wq)-path with steps 
(b l ,b2,· •• ,b",), intermediate points Sj are generated by 

j 

S; = J, + L bj;i = 1, ... ,w; S,v = M. 
j~1 

With each (wq) path, one constructs the functional 
w 

F;"(J,;M) = II w(S;)/Ii,(Sj)' 
i=O 

(1.3) 

(1.4) 

where bo = Ao = 0 refers to the zero-displacements and 
iii" = 1. On the other hand, w(S;) is a weight coefficient that 
may take the values 0 or 1, according to 

w(S;) = 0 if S;E/ and i #0, 

w(S;) = 1 otherwise, ( 1.5) 

i.e., one sets F~ to vanish automatically whenever a path 
connecting J, to M contains an intermediate point S; be­
longing to /. In other words, F~ does not vanish for the 
restricted paths connecting J to M. Finally, the combinator­
ics function of the second kind associated with the boundary 
point J, and the evaluation point M is 
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(1.6) 
UJ q 

and the solution of Eq. (1.1) satisfying the boundary value 
condition (1.2) is given byl 

B (M) = L A[C2 (J[;M) . (1.7) 
[ 

Theorem 3 of paper I states that: Given a set /' which is a 
full boundary of a set JI with respect to a setof displacement 
vectors.#, and given two points JE/ and Mi:/, then 

C2(J;M) = L fA. (M) C2(J;M - Ak)' (1.8) 
AkE,ot 

In this paper we need a slight extension of this theorem. 
Theorem 1: Given a set /' which is a full boundary of a 

set JI with respect to a set of displacement vectors .#, and 
given two points Land MEJI, and L#M, then 

C
2
(L;M) = L fAJM) C2(L;M - A k )· (1.9) 

AkE.nt' 

The proof of this theorem follows exactly the same steps as 
those of the proof of Theorem 3 of paper I. Since it is a long 
and tedious proof with no new insight to be gained from it, it 
will not be given here. Nevertheless, Eq. (1.9) will play an 
essential role in completing the theory developed in paper I 
to include the solutions oflinear and inhomogeneous partial 
difference equations. 

II. LINEAR AND INHOMOGENEOUS PARTIAL 
DIFFERENCE EQUATIONS 

The most general multidimensional, linear and inho­
mogeneous PDE is obtained by adding to the right-hand side 
of Eq. (1.1) an arbitrary term that may very well depend on 
the evaluation point M, say I (M), thus leading to 

N 

B(M)=/(M) + L fA.(M)B(M-A k ); ME&i'. 
k~1 

(2.1) 

To completely specify the PDE, one still has to assume a 
certain set 
of initial values, similar to Eq. (1.2) 

B (J[) = ..1.[; 1= 1,2, ... ; J[E/. (2.2) 

The solution ofEq. (2.1) satisfying the boundary value condi­
tions (2.2) will again be given in terms of combinatorics 
functions. 

In Sec. I, we gave a brief review of the combinatorics 
functions and the way they are related to the existence of 
restricted paths connecting a boundary point JE/o to an 
evaluation point M. For the combinatorics functions to ex­
ist, M has to belong to JI. Nevertheless, in paper I, it was 
convenient to assign the value zero for the combinatorics 
functions whenever MU. SO that, in the final analysis, the 
solution of the PDE existed if and only if &i' CJI. We 
expect the same to hold for the inhomogeneous case. 

As anticipated in Sec. I, C2(L;M), where both Land 
MEJI, will play an essential role in obtaining the solution of 
the inhomogeneous PDE. Following the same convention as 
in paper I, we set 
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(2.3a) 

whenever no restricted paths connecting L to M are possible. 

Otherwise one can construct the functions 

F:'(L;M) = IT W(S;Jf8,(Sj) (2.3b) 
i=O 

for every possible path (liJq) connecting L to M by discrete 
steps 8jE.#, such that 

and 

j 

l)j = L + L l)j 
j~O 

w(S;) = 0 if SjE/ and i#O, 

w(Sj) = 1, otherwise. 

(2.3c) 

(2.3d) 

This is exactly the same as before, except that the initial 
starting point on the paths is LEJI instead of being an ele­
ment of /. In particular, the definition 

(2.3e) 
UJ.q 

shows that one has the normalization constraint 

(2.3f) 

A. Particular solution 

In the first step we search for the solution of Eq. (2.1) 
satisfying the initial conditions 

B (Jd = 0; VJ[E/. (2.4) 

This solution is given in a form of a theorem. 
Theorem 2: ThesolutionofEq. (2.4) satisfying the initial 

conditions (2.4) is 

B[(M) = L I(Lj ) C2(Lj M;). 
L F '" 

Proof We are going to show that 
N 

It\f) + L fA.(M) B[ (M - A k ) 
k~1 

(2.5) 

(2.6) 

is indeed equal to BAM). In other words, we are going to 
prove first that B[(M) satisfies Eq. (2.1). 

According to Eq. (2.5), one has 

B[(M - A k ) = L I(Lj ) C2(Lj ;M - A k )· (2.7) 
L}=-4 

One then substitutes Eq. (2.7) into Eq. (2.6) 

I(M) + L fA.(M) L I(Lj ) C2(Lj ;M - A k ), (2.8) 
k~1 L~ 

and exchanges the order of the summations 
N 

I(M) + L I(Lj ) L fAJM) C2(Lj ;M - A k )· (2.9) 
L}=-'" k~ 1 

According to Theorem 1, one has 
N 

L fAJM) C2(Lj ;M - A k ) = C2(Lj ;M) for M#Lj . 

k~1 

On the other hand, for M = L j , 

CALj;Lj - A k ) = 0, AkE.#, 

Alain J. Phares 
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since no "forward" path is possible connecting Lj to 
~ - A k ; indeed, 

(Lj - Ak) - Lj = - Ak and - Aki<<£. (2.12) 

Equations (2.10) and (2.11) can be unified into a single ex­
pression using property (2.3f) and Kroneckner's symbol, 
namely, 

± fA,(M) C2(Jj ;M - A k ) = C2(Lj ;M) - OLpM' (2.13) 
k~1 

Combining Eqs. (2.9) and (2.13) one finds 

I(M) + L I(Lj [C2(Lj ;M) - OL;.M] 
LJE. fI' 

= L I (Lj )C2(Lj ;M). (2.14) 
LjE. (/ 

By construction the right-hand side of Eq. (2.14) is B [(M). 
Thus B [(M) satisfies the inhomogeneous POE Eq. (2.1). Fur­
thermore, B [(M) vanishes at all boundary points J I: 

B[(Jd = L I(Lj ) C2(Lj ;J/) (2.15) 
LJE. (/ 

and 

C2(Lj ;J/) = 0 (2.16) 

since no path is possible goingfrom Lj to J I by steps belong­
ingto <<£. IndeedLj~ and paths may exist connectingJI to 
L. by forward steps AkEd; but paths from Lj to J I would 
then involve steps - Ak, and - Akid. This completes the 
proof of Theorem 2. 

B. General solution 

The problem at hand is to give an explicit expression of 
the function B (M) in terms of the arbitrary coefficients 
f (M) and the arbitary set of parameters lAd = 1,2, ... j, as 

Ak .. 

given by Eq. (2.2), specifying the initial value condItIons. 
Again, the general solution will be given in the form of the 
theorem. 

Theorem 3: The solution of Eq. (2.1) satisfying the arbi­
trary initial value conditions (2.2) is obtained by addi~g to 
the particular solution B[(M) of Theorem 2, the solutIon 
B H (M) of the associated homogeneous equation, Eq. (1.1), 
with the same initial values (2.2), 

BII(M) = LAIC2(J/;M). (2.17) 
I 

Proof The proof of this theorem is done in two steps. 
We first show that B (M) = BH(M) + B[(M) satisfies the 
POE, Eq. (2.1), and then that it also satisfies the initial condi-
tions (2.2). . . 

(i) By hypothesis BII(M) and B[(M) sattsfy the dIffer­
ence equations 

N 

BH(M) = L fA,(M)BH(M - A k ), (2.18) 
k~1 
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,v 
B[(M)=J(M)+ L fA,(M)B[(M-Ad· (2.19) 

k I 

Adding up Eqs. (2.18) and (2.19) we obtain 

[BII(M) + B[(M)] = J(M) 
v 

+ I fA,(M) [BIf(M-Ak)+B;(M-A k )]· 

k ~ I (2.20) 

Consequently, BH(M) + B[(M) is a solution ofEq. (2.1). 

(ii) Let B (M) = BH(M) + B[(M). According to Theo­
rem 5 of paper I, we have 

B[{(J/) = AI, 

and, by construction, 

B[(Jd = O. 

so that 

B(J/) =B[{(J/) +B[(J/) =,.1,/. 

Therefore, B (M), given as 

(2.21) 

(2.22) 

(2.23) 

B(M) = L AICMI;M) + L J(L) C2(L;M), (2.24) 
Jf'J' LEO II 

is the solution of the linear and inhomogeneous POE, Eq. 
(2.1), satisfying the initial value condition (2.2). This com­
pletes the proof of Theorem 3. 

III. THE CONSISTENCY PROBLEM 

IfM does not belong to set...-l(, then no restricted path is 
possible connecting any boundary point, J I' to M by discrete 
displacements AkEd. Furthermore, it is clear from Lemma 
5 of paper I, that ifMU and L~, then again no restricted 
path is possible connecting L to M. In this case, C2(JI ;M) and 
C2(L;M) are both set to be zero, expressing the nonexistence 
of restricted paths. Consequently, it follows from Eq. (2.34) 
that the explicit construction of the solution of the POE ex­
ists for only those evaluation points M belonging to set , ~. 
In other words, the consistency of the POE, Eq. (2.1), with its 
initial value conditions, Eq. (2.2), is secured if and only if 
fYlCjl. 

As pointed out earlier, if the solution exists, then B (M) 
depends solely on those parameters Al corresponding to 
points J I belonging to the minimal full boundary /0' 

Finally, applications of the multidimensional combina­
torics function technique will be presented in forthcoming 
papers. 

'A. J. Phares and R. J. Meier, Jr., J. Math. Phys. 22,1021 (1981); sec also A. 
J. Phares, Advances in Computer Methods/or Partial Differential Equa­
tions, Vol. III, edited by Zichnezetsky and Stepleman (IMACS, New 
Brunswick, NJ, 1979) p. 47. 

'A. F. Antippa and A. J. Phares, J. Math. Phys. 18, 173 (1977). 
'A. J. Phares, J. Math.Phys. 18,1838 (1977). 
"A. F. Antippa, J. Math. Phys. 18.2214 (1977). 
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We consider the Schr6dinger operators -.1 + Vwith Vin the weak L q class, with q =! the 
underlying dimension, which is the borderline for a definition to be possible. We concentrate first 
on optimal bounds on how large the weak norm of V can be and then on spectral properties on L P 

spaces. 

PACS numbers: 03.65.Ge, 02.30.Th 

In this paper we consider spectral properties of the 
Schr6dinger operator -.1 + V acting in L P(lR[) spaces. 
Negative potentials will be our special interest. For correct 
definition of the operator -.1 + V we assume some bound­
ness conditions on the negative part of the potential V. 
Namely, in theL 2-case we need a - .1-form bound ness of V 
(or VEPK in our terminology), and for the L P-case we need a 
- .1 boundness (in the L P sense) of the operator V. The 

sufficient conditions which guarantee VEPK, VEPp were ob-
tained by F. Brownell, I W. Faris,2 and have the form: 
VEL P(lR[) + L "'(lR[),P)/ /2. In some other form these con­
ditions were obtained by F. Stummel3 (see also M. 
Schechter4

). But potentials from L P(lR[), P > / /2 are not of 
interest here because exp( - t ( -.1 + V» will then be a Co-
semigroup in the space C (lR ) which significantly simplifies 
the situation. 

A more general sufficient condition was mainly proved 
by R. Strichartz5 in terms of weak L P(W) spaces. Evidently, 
this condition is very close to that we need because our aim is 
to control the value of a weak L [12(lR[) norm of the potential. 
So the Schr6dinger operators with the weak L [/2(lR[) poten­
tial are of particular interest. 

The plan of our paper is as follows. The definitions of 
perturbation classes PK, Pp and the proof of Pp CPK are 
given in Sec. 1. Section 2 is devoted to the computation of the 
best constants in Strichartz's and some related inequalities 
which are useful for the investigation of L ~ (lR[) potentials. 
Section 3 is based on the results of Sec. 2 and contains the 
most general at present sufficient conditions for VEPK, 
VEPp. There are are some general results about a semi group 
generator in L P spaces in Sec. 4. In Sec. 5 we investigate the 
first general problem for the Schr6dinger operators with 
L :/2(lR[)-potentials. Notice that all early results fit naturally 
our L P theory. There is a proof of the exact L P-estimates for 
eigenfunctions and generalized eigenfunctions of the Schr6-
dinger operator in Sec. 6. 

1. PERTURBATION CLASSES 

Let L P=L P(lR' ) be the Banach space consisting of com­
plex measurable functions on lR I with the norm II fl/p 
= (s H' 1 f(x W dx) I/P. Let Ho. P (l <p < O() be the infinites­

imal generator of a Co-semigroup in the L P space with a 
kernel (4m) -[/2 exp( -I x - YI2/4t). Let Vbe a measur­
able function and we use Vp to denote an associated operator 
in L p with the domain 

9 (Vp) = ! fEI,P:S H' lV(x)f(x)/P dx < 0() I . 
Consider the Schr6dinger operator Ho. P + Vp acting in 

L P space. The requirement of a relative boundness of the 
operator V-=min! 0, - V I is available in all our results (see 
Secs. 4-6 below). So we shall give the definition of some 
perturbation classes in this section. 

Definition: Let Vbe a real valued measurable function. 
Then VEPK (pseudo-Kato potential) if and only if there ex­
ists ,1.0 > a such that 

II(Ho + A )-1/2V(Ho + A )- 1/2Ib < 1 

(Ho=Ho.2 , V=V2) , 

for all ,1.),1.0' The number 
a = inf,l> 0 I/(Ho + A t l/2 V(Ho + A t 1/2

1/2.2 is called the 
H 612-bound of the operator V· [x(L P,L q) denotes the space 
of bounded operators from L P to L q, x(L P)=x(L P,L P), 

and I/.I/p.q denotes the norm in x(LP,L q)] . 

Notice that the inclusion VEPK implies a possibility of 
correct construction of the form sum (see, for example, Ref. 
6, Chapter VI). 

Definition: Let Vbe a real valued measurable function 
of lR [. Then VEPp ' 1 <p < 0() (Phillips perturbation) if and 
only if there exists ,1.0 > a such that 

IlVp(Ho.p +A)-ll/p.P < 1 

for all ,1.)0' 

Note that PK I<;!< ~ Pp CL Iloe (lR'). Moreover, we 
shall prove the following. 

Proposition 1.1: Let A> a and l.;;;p < 0() be fixed. Sup­
pose V be a real valued function and 

IIV( -.1 + A tll/p.p.;;;M. (1.1) 

Then 

(1.2) 

where V'= IVI'signV, lip, = l-s+(2s-1)/p,SE[a,I], 
( -.1 + A t I is a Bessel potential. 

Proof Let 9 be a space of simple functions from L I. 

The duality of L p spaces and (1.1) imply 

1/( -.1 +AtIVfl/p·.;;;Ml/fl/p·, 

\;/ fE!!iJ, (lip) + (lip') = 1 . (1.3) 

Define F(z) = VZ( -.1 + A )-1 IV II - z, Z = S + i(J, (JElR., 
sE[a,I]. It is easy to see that map z--+(J,F(z) g) (here and 

further (u,u) = S H' u(x)u(x) dx) is holomorphic and uni-
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formly bounded on z in strip O<s< 1 for any /, gED. Next, 
(1.1) and (1.3) imply 

IIF (iu)f lip' <II( -.:1 +,1)- l lVflllp,<Mllfllp " 

11F(1 + iu)fllp <IIV( -.:1 + ,n-Ifllp 
<Mllfllp , VfEfiJ, VITE]RI. 

The latter and the Stein interpolation theorem 7 imply 

IIF(s)lIp"p,<M, sE[O,I], (l/Ps)=(slp)+(I-s)lp' .• 

Corollary 1.2: ul<;p< 00 Pp CPK. 
We shall further give some sufficient conditions in 

terms of weak L p spaces which guarantee the validity of 
VEPK, VEPp' These conditions are very close to the neces­
sary conditions so that we need to control the value of con­
stants figuring in some fundamental inequalities such as a 
Strichartz inequality. 

2. SOME L P INEQUALITIES 

A functionf and ]RI is said in L ~ (]R/) = L ~ written 
fEL ~, if there is a constant C < 00 so that 

,u[x:lf(x)l>tl<Ct -p for all t>O, 

where,u is the Lebesque measure. IffEL~, we write 

Notice that 1I·lI p,w is not a norm since it does not satisfy 
the triangle inequality. 

The following proposition is well known. 
Proposition 2.1: LPCL~ and IIfll p,w<lIfllp . 
Definition: Letfbe a nonnegative measurable function 

on ]R/. A functionf* is called the symmetric decreasing rear­
rangement off if and only if the following conditions are 
satisfied: 

(l)f*(x) depends on the Ixl only; 

(2) 0 < IXII < IXzl=> f*(lxzl)<f*(lxll); 

(3),u[x:f(x»t 1 =,u[x:f*(x»t I for all t>O. 

We now give a formulation of some known properties of 
rearrangement which we shall subsequently need (the proofs 
may be found in Ref. 8, Chap. X or in Ref. 9): 

Proposition 2.2: Suppose thatJ>O and 
,u [x:f(x) > t I < 00 for some t < 00. Thenf* exists and it is 
unique up to the set of measure zero. 

Proposition 2.3: LetJ>O. Then U*)P = (fP)*. 
Proposition 2.4: Let!. g;;;'O and pE[I, 00), then 

II fgllp < II f*g*lI p . 
Remark: Obviously, Proposition 2.4 may be general­

ized to three and more number of functions, In particular 

II fgt/Jllp < II f*g*t/J*lIp . (2.1) 

Proposition 2.5: LetJ>O. ThenfEL ~ is equivalent to the 
following inequality (for a,e. XE]R ): 

f*(x)<il I-IIPllfllp,w lxi-liP, where ill 
= [21T' /2 I r (I + 2)/2 ] is the volume of the unit ball in lR ,. 

The above facts are well known and may be found in 
Hardy-Littlewood-Polya.8 The same book contains the 
classical Riesz theorem about the rearrangement of three 
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functions, which was generalized by S. Sobolev lO to the mul­
tidimensional case. 

Theorem (Riesz-Sobolev): Let/, g,h be nonnegative 
measurable functions on R I. Then 

Ilf(g*h JII,<lIf*(g**h *)111' 
where * means the convolution. 

Subsequently we shall need the following generaliza­
tion of the Riesz-Sobolev theorem: 

Proposition 2.6: Let/, g,h be nonnegative measurable 
functions on ]R I. Then 

II f( g*h )lIp < II f*( g**h *)lIp 

for any pEl I, 00 ). 

Proof Using inequalities 

IIf(g*h)III<lIf*(g**h *)111' 

II fgt/JII, < II f*g*t/J*1I1 , 

we have 

IIf(g*h )t/Jllt<lIf*(g**h *) t/J*III' 
It is clear that (2.4) and the equality 

lI uli
p 

= sup I (u,IP >1 ,~+ 
0# <pEL p IIIP lip' p 

imply (2.2). 

1 
- =1 
p' 

(2.2) 

(2.3) 

(2.4) 

Remark: The inequality (2.2) is a particular case of the 
general Brascamp-Lieb-Luttinger inequality I I : 

L" i~X J; (it, aij Xi) d nix 

<L". iV, f* (it, aijxj ) d niX, 

where R/3x = (xt, ... ,xn), xjER/, (l.;;J<n);J;(l<i<k) are 
nonnegative measurable functions on R '; aij are real 
numbers. 

Subsequently we shall need the following notations and 
formulas: 

I a = ( - .:1 ) - a/2 , a < 0 

is a Riesz potential defined by the formula: 

(Iuf)(x) 

= -1-i Ix-yl-'+uf(y)dy, 
y(a) R' 

2a ",.' 12 r (a/2) 
y(a) = r(/- a)/2 . 

I t is well known that 

y(a)y({3) Ixl-l+a+i3= f Ix-yl-I+a lyl-'+i3dy, 
y(a + {3) JRI 

(2.5) 

where a >0,{3> 0, a + {3 d. 

Y a = (1 -.:1 ) - a/2, a > 0 is a Bessel potential defined 
by the formula 

(Yaf)(x) = i Ga(x-y)f(y)dy, 
R' 

where 
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Lemma 2.7: Let (Taf)(x) = I xl-a(faf)(x), a>O and 
1 < p d /2. Then 

IITallp,p'-';;c(a,p,l) , 

where 

c(a,p,l) = y[(l/p) - a] 
y(l/p) 

Proof Let tp (x) = I Xi-lip, t/J(x) = I Xi-liP', 

(2.6) 

(l/p) + (l/p') = I, 1 < p < (l/a) . It follows from (2.5) that 

Tatp = c(a,p,l) t/I"lp ,T~t/J = c(a,p,l) tpPIP' , 

(T~ = fa I xl- a) . 

The latter implies (2.6). In fact, let O.-.;;uEL P, 0.-.;; vEL P' (Since 
the operator Ta is positivity preserving, we may consider 
only nonnegative functions). Using HOlder inequality, we 
obtain 

0.-.;; (Tau,v) 

= II Ta(x,y) u(y) v(x) dx dy 

aiR' 

Let 2/n < I xl <no Then 

{Y:O < I yl < ~} C {y:lx - yl > I~I}, 

{y:lyl>2n} C {Y:lx- yl > I~I}, 
{y:1 x - yl <2n}C{y:1 yl < 3n}. 

Thus 

1035 

J Iy/-IIP/x_y/-I+ady 

J 
= C / x/ - I + a n - I + (lIp) , 

X J lyl-IIPlx-yl-l+udy 

12n.;;1 yll 

<C f lyl-l+a-IIIPldy=Cn-IIIP)+a, 

12n<1 yll 
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( )

llP 

X II Ta (x, y) u( yy t/J(x) , dx dy 
tp (yylP 

R/R} 

x(IITa(x,y)v(Xl tp(y) dXdy)l/P' 
t/J(xy'IP 

R/H' 

= c(a,p,l)lIulip IIvllp ' • 

Hence, II Ta lip, P <c(a, p,l). 
Remarks: (I) The proof of the inequality (Ta ,u,v) 

<c(a ,p,l)lIullpllvllp,is based on the tool which is due to I. 
Schur, G. Hardy, J. Littlewood, and G. Polya, which was 
formulated in a more abstract form by N. Aronszajn. 12 

• 

(2) Lemma 2.7 was proved in the same say by B. Karls­
son 13 in the case p = 2. Another proof of the lemma was 
given by I. Herbst. 14 

We shall also need the following. 
Lemma 2.8: Let X n (.) be a characteristic function of the 

set (x:n-I<lxl<nj anda>O, 1 <pd/a, tp(x) = lxi-liP. 
Put tpn = Xn tp. Then 

Proof We shall further denote values of all nonessential 
constants by C. Obviously, 

I lyl-IIPlx-yl-l+ady 

In < I x - yl < 2n I 

<n- Ilp f lyl-I+Udy 

n < I x - yl < 2n 

=n- 11p J lyl-I+Udy=Cn-IIIPI+a. 

0<1 yl < 3" 

2In<1 xl<n 

Using the inequality (a + b)P <2P- 1(aP + b P) ,p;;;.I, we 
obtain 

.7~2)<Cn - (llp)+ I J I Xi-liP dx + Cn -I+up 

2/n<1 xl<n 

2In<1 xl.;;n 

The direct calculations show that 
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sup 5;~~t2) < 00 . 
!l , 

By analogy with the above arguments we have 

sup .T~') < 00. 
ft , 

Corollary 2.9 '4: Let a> 0, 1 <p < lla. Then 

II T" lip. p = c(a, p,!) . 

Proof Notice that 

II T"f/J" lip> Ilx" T"f/Jn lip 
> IIXnT"f/J lip -IIXn Ta(f/J(I-X,,»llp 

(in notations of Lemma 2.8). Hence, using the identity 
T"f/J = c(a,p,!) f/J, we obtain 

lim II T"f/Jn lip 

ft·~ Ilf/J" lip 

'- ( 1)-I·-IIXn T,,(f/J(l-Xn»llp 
,pC a,p, 1m . 

n·", lIf/Jn lip 

As lim IIx" Ta (f/J (l - X,,» lip < 00 by Lemma 2.8 and 
,,- .. 'CO 

lIf/Jn IIp-oo, (n-oo), so we have 

liT II 1· II Taf/Jn lip ( /) " P.p;;;' 1m ;;;'ca,p, . 
n·", Ilf/J" lip 

• 

Thus in view of Lemma 2.7 II Ta II p.p = c(a, p,l). • 
If we replace the Riesz potential Ia by the Bessel poten­

tial.'Fa in the definition of the operator Ta , Corollary 2.9 is 
also true. Actually, it is easy to see that the norm of the 
operator I x I ~ a(A 2 - L1 ) ~ a/2 is invariant under the trans­
formation X_AX. 

The main result of the section is 

Theorem 2.10: Let 
fEL ':v, gEL~; ,hELP,(lIq) + (lIq') = 1, 1 <p <q. 

Then 

II f( g*h )llp 

41,- , r ~ - D II fllq.w II gllg·.w Ilh lip· (2.7) 

The constant in (2.7) is best possible. 
Proof Using Theorem 2.6, Proposition 2.S, and Corol­

lary 2.9 we obtain: 

Ilf(g*h )llp.;;;lllfl*(1 gl**lh 1*)llp 

.;;;fl ,-' r(~) Ilfllq.w II gllq.w II T'lqlh 1*llp 

.;;;fl ,- 1 r (D c(~ p,! ) II fllq.w II gllq·.w Ilh lip 

= fl ,- 1 r ~ - ~) II fllq,w II gllq',w Ilh lip' 

We now show that the constant in (2.7) is optimal. In fact, 
puttingf = I xl- 'lq, g = I xl- 'lq', we obtain 

IIf(g*h )lIp = r G) IIT'lqh IIp.;;;r G) cG ,p,!) Ilh lip 

and Corollary 2.9 implies that the last inequality is optimal. 

• 
Corollary 2.11: LetfEL ~a, pEl 1,(1 la)]. Then 
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IIP"ullp .;;;fl ,- ,til c(a,p,!) Ilfll'la,,,, Ilulip . 
Corollary 2.12: (Strichartz inequality): Let 1 <p < Ila. 

Then 

Ilfullp';;;fl ,-al' c(a,p,/) Ilfll'la,,,' Ilull,:: (2.8) 

for any UE.Y~. (.Y~ is the space of Bessel potentials. 10) 
Remarks: (l) The inequalitites (2.7) and (2.8) have been 

proved by R. Strichartz,5 who used the Hunt's and Marcin­
kiewicz's interpolation theorems. The mean of Theorem 
2.10 and Corollary 2.12 consists in calculating the best con­
stants in these inequalities 

(2) In the case a = 1 the Strichartz inequality may be 
written in the other form, i.e., we can replace Ilull /:; by 

IIDuilp = II(~~~ 1 laulax; 12)lf21Ip. In this situation W. Faris9 

calculated the best constant in the Strichartz inequality and 
extended it on the case p = 1: 

Ilfullp.;;;fl I'll -I p Ilfll/w IIDullp , l.;;;p <l, (2.8a) 
-p 

for any sufficiently smooth u, which decreases at the infinity 
sufficiently rapidly. 

Notice that consideration of p = 1 is impossible in our 
problem. 

Using (2.8) it is not difficult to prove some classical 
inequalities, but the constants, which will be obtained, are 
not optimal. 

Corollary 2.13 (homogeneous Sobolev inequality): Let 
1 <p < lla. Then 

Ilullq';;;fl I -all c(a, p,l) II( - L1 ),,12ullp' 

(lIq) = (lIp) - (all), (2.9) 

for all sufficiently smooth u, which decrease at infinity suffi­
ciently rapidly. 

Proof Putting! = u*, k = apl(i- ap) in (2.8) and us­
ing the inequality 

Ilullp.w.;;;llullp' (2,10) 

we have 

Ilfulip = lI u I12k++")P 
.;;;fl I· all c(a, p,l) Ilull;'I(l (Ip) II( - L1 )"12u ll p • 

The latter is equivalent to (2.9). 
Remarks: (1) Since we used (2.10) in the proofofCorol­

lary 2.13, the constant in (2.9) is not optimal. 
(2) If a = 1, the inequality (2.9) as well as the Strichartz 

inequality may be rewritten in the form [see Remark (2) be­
low Corollary 2.13]: 

liullq .;;;constllDuiip ,(lIq) = lip - (all) , 1 <p < I. 
(2.lOa) 

Using (2.8a) and an argument analogous to the proof of Cor­
ollary 2.13, W. Faris9 proved that one may put 
const = fl ,- III pl(l - p) in the inequality (2.lOa), but this 
constant is not optimal. The value of the optimal constant 
was computed by T. Aubin '5 and G. Talenti '6

: 

(p -I )I--(!IP) const = rr- lf21 -lip __ 

I-p 

{ 
r[1 + (112)]r(l) JIll 

X r(l/p)r[I+I-(llp)] . 
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Moreover, the following question was investigated by A. AI­
vino I7: What is the value of the best constant in Sobolev's 
inequality if we replace L p spaces by Lorentz spaces L (p,q). 
He proved the following inequality: 

Ilullq,v <;,fi l-
lIl -I p IIDullp,v' 

-p 
1 1 1 q = -p- " lq<i, l<v<p (2. lOb) 

The other form of the inequality (2.9) is 
Corollary 2.14 (L p -inequality for Riesz potentials): Let 

1 <p <i la, 0 <a <i, (l/q) = (lIp) - (a/I). Then 

Il/afllq<a,-al'e(a,p,/) IIfll p , (2.11) 
Remark: The (2.11) is valid jfwe replacela by.'Fa [see 

Remark (3) to Lemma 2.7]. By analogy, (2.9) is valid if we 
replace ( - A )a/2 by (A - A )al2, ReA. > O. 

Corollary 2.15 (generalized Young's inequality): Let 
fEL:;' ,gEL q. Then 

II f*gllr <n ,-I y (lip') e(llp',q,l) 1l/lIp,w II gllq , 
where (1/p) + (1/p') = 1, (1/q) + (1/q') = 1, 1 <p,q,r< 00, 

1 + (1/r) = (1/p) + (1/q). 
Proof: Obviously, we can consider/, g;;.O only. Since 

IIf*gllr < 1I/"'*g"'lIr (see Lemma 2.6), using Proposition 2.5 
and (2.11), we obtain 

II/*gll,<a ,-liP 1l/lIp.wll I xl-'IP*g"'ll, 

= ill-liP yG,) 1l/lIp,w lIaw g"'lI, 

~a - lip Y (~) n - lip' C 
~ I I / 

P 

X G, ,q,l) II IlIp,w II gllq . • 
Remark: Corollary 2.15 clearly implies the classical 

Young's inequality, but the constant in this case is not opti­
mal. The question about the best constant in the Young's 
inequality and a related question about best constants in the 
Hausdorff Young's inequality is due to K.I. Babenko18 and 
was completely investigated by W. Becner, 19 and H.I. Bras­
camp and E.H. Lieb. 20 

Corollary 2.16 (Sobolev inequality): Let/ELP, hEL '. 
Then 

ff I/(x)llh (y)1 dx dy 
Ix-yiA 

IlIH' 

<y(l- A. )Il,-(/-).)I' c(l-A,r,l) 1I/IIp IIh II" (2.12) 

where 

(1/p)+(llr)+(AII)=2, O<A<I, 1 <p,r< 00 . 

Proof: Using the Holder inequality and (2.11) we have 

ff I/(x)llh (y)1 dx dy 
Ix-y!). 

1R/\H:' 

=y(I-A)IIP,_).l h lll l <y(l-A)lI/llp 11/1_,1 Ihillp ' 

<y(l- A) Il,-(l-)')Il c(l- A,r,/) II/l1p II h II, , 
where 
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(1/p) + (lip') = 1, (1/p') = (1/r) - (I - A )11. • 

As we noted, the constants in Corollaries 2.14-2.16 are 
not the best possible. But we can prove some inequalities 
which are the generalization of these corollaries (in some 
sense) and have optimal constants. 

Theorem 2.17: Let 
O<a<i, 1 <p<ila, (1/q)=(1/p)-(all).Then 

lila IlIq <Il ,- ai' c(a,p,l) 11/11;:~1 1I/11! - (ap/I) , V IELP . 
(2.13) 

The constant Il ,- all e(a, p,l) is best possible. 

Proof Let O<IELP. Put t = apll, then we have 

lila IlIq < lila 1"'lIq 

<a ,- tip 1I/11~,w lila I xl-a (1",)1- t IIq 
= n 1- tip !lfll~,w liT: (f",)1 - t Ilq 
<a 1- tip II 111~,w II T! IIq, q II fll~il '-- 1) 

= n 1- tip 11/1I~,w c(a, q',l) Ilfll! - t, (1/q) + (llq') = I 

Notice that q(l - t) = p and c(a,q',/) = e(a, p,/). Thus 
(2.13) is proved. 

Let us show that the constant 1l 1- all c(a, p,l) is the 
best possible. Letln (x) = I x I - lip X n (x) , where X" is a char­
acteristic function of the set {x:n'l < I x I <n J. It is clear that 

(Ia In)(x) = (T! f~ - ')(x) and lim Ilfn IIp,w = n)lp . 

lim 

n_oo 

Hence, using Corollary 2.9, we have 

IlIa In IIq 

II In II! -I 
= Il -alp lim (Ilf. II' IIT:f~ -lllq) = era pl). 

, n-oo n P.W II In II! - , \' " 
The latter implies that the constant a 1- all c(a, p,l) is the 
best possible. 

Theorem 2.18: LetfEL P, hEL q, 

1 + (1/r) = (l/p) + (l/q), 1 <p,q,r< 00, O<f<l. Then 

11/*h I/,<Il,-l y(llp') e((l Ip'),r',l )I/fll~,;;; (PI,) € 

X II fll~/') E IIh II!,;;; (ql,)(l - E) IIh lI~qlr)(1 - E) (2.14) 

The constant Il[-I y(llp' e)«llp'),r',l) is the best possible. 

Proof As usually we consider J,h;;.O. Using (2.13), we 
have 

II/*h IIr<lIf**h "'II, 
<fl t-lIPll/llp,w III xl- IIP* h "'lIr 

= n I-liP y(llp') II/l1p.w II I llp' h "''', 
<Il,- lip y(llp') e«1 Ip'),r',l) 1l/lIp,w II h II::~' II h II! - (qlp') . 

By analogy, 

111* h II, 
<Il I-

l y(llq') c«llq'),r',I) " h IIq.w 1I/11~~' Ilfll! - (Plq') . 

(2.14) now follows from the last inequalities and identities 

11/* h II, = 11/* h II~ 11/* h II~ -E, 

y(l/p') e«llp'),r',l) = y(llq') c«(llq'),r',l). 

Putting/. (x) = I xl -lip X n (x),hn (x) = I xl- 1 Iq X n(X), it is 
easy to show that 
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lim _____ ---..:I;.:..I/,:.:....n*_h-..:,:n...:;.;llr _____ _ 

"-00 II J.. II~.: )Plr)'11 In 111Ir)'11 hn II!,: (qlr)(1 - ')11 hn II~qlr)(1 -.) 
= {ll- I r (lIp') c (lIp' ,r',/) . 

The latter implies that the constant in (2.14) is optimal. 
Theorem 2.19: Let/ELP, hEL q, O<A <1,1 <p,q< 00, 

(lIp) + (llq) + (A II) = 2,0 ';;;E';;;1. Then 

II I I(x) I Ih (y)I dx dy 
I X_YIA 

R/n' 
.;;;n I-I + (All) y(l- A) c(l- A,p,!) 
X II/II~~..;;-A)PEII/II~ -1(I-A)P.lllil h II~..;;-A)q(I-E)/1 

xllhll~-i{l-A)q(l-E)/II. (2.15) 

The constant n I-I + (A II) r(1 - A) c(1 - A, p,/) is the best 
possible. 

Proof Let 0.;;; IEL P, O.;;;hEL q. Using Theorem 2.6 and 
the Holder inequality, we have 

(1,[,_ A h) .;;;Il/llp II [I_A h lip" (1/p) + (1/p') = 1, 
(2.16) 

([1- A J,h) .;;;11 h I\q II 11_ A IlIq" (1/q) + (l/q') = l. 
(2.17) 

The inequality (2.15) follows now from (2.16), (2.17), the 
identity 

(1,11 _ A h ) = (I, II _ A h ) • (II _ A J,h ) I -. , 

and Theorem 2.17. The proof that the constant is optimal is 
analogous to the above proofs. • 

Proof In the one-dimensional case with E = 1/ Aq' the 
inequality (2.15) was proved by V.l. Levin.21 Levin's proof is 
based essentially on the conditions I = 1, E = 1/ Aq', and his 
proof has been reduced to the known inequalities for double 
numerical series. The above proved inequality (2.15) is basi­
cally a generalization of Levin's result, and in the case I = 1, 
E = llAq', it appears to be its new proof. 

3. SOME SUFFICIENT CONDITIONS FOR VEPp • VEPK 

If we assume VEL ~2(RI), then using Corollary 2.11 we 
can give the following sufficient conditions for the validity of 
the inclusions VEPK or VEPp. 

Proposition 3.1: Let r~ 3, 1 <p < 1/2, and 
0< /3 < ((1- 2)/2)2. Suppose that VEL ~2. Then 

(l) IIV IL n.w < {l71
/ (' ~ 2 r ~ VEPK; 

(2) IIVIII/2,w<{lVI/3~VE n Pp ' 
p ({3)<p<P. ({3) 

where 

(/3)= 1(1+2+ V (/-2)2 -4(3). 
P ± 2(/3 +2/) 

A comparison of the assertions (1) and (2) of Propos i­
tion 3.1 allows us to formulate the following. 

Conclusion: The sufficient conditions for the inclusions 
VEPK and VEP21/(/+2) given in terms of the 11·II/I2.w-norm 
coincide. 

Moreover, the above sufficient conditions are very close 
to the necessary conditions. Evidently. it is valid the 
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following. 
Conjecture: If 1~3, then PKCL ~~oc(JR/). 
Remark: The proof of the conjecture seems to be diffi­

cult. But there is a more narrow problem which is also open. 
If 1= 3, there is defined the Rollnik class R, which contains 
potentials obeying the following inequality 

II jV( x)1 IV(y)I dx dy < 00 • 

I X _yl2 
R'R{ 

It is known that R CPK (see Ref. 22) but the R CL ~~"" is 
not proved. Proposition 3.1 gives sufficient conditions for 
VEPp, 1 <p < 112. But there exists an interesting class PI' 
which was completely investigated in Ref. 23. The last prob­
lem is more simple, because we write the inequality 

I lV(y)Ie-r'x-y' 
sup dy< 00 
XER' I x _ yl/-2 

(for some x;;;' 0) , (3.1) 

/(, 

which gives necessary and sufficient conditions for VEP,. 
In particular, (3.1) implies 

L p + L 00 CP I for any p> 1/2. Noticethatifl <p < 112 

L 1/2 + L 00 CPp (3.2) 

(see, for example Ref. 23), but in the case p = 1 the (3.2) is 
false. This can be easily shown if we consider the potential 

Vex) - x(x) 
- I xl2Ini Xl-I' 

where x(x) is a characteristic function of the ball 
Ix:I xl.;;;1/2j. 

4. PERTURBATION OF SEMIGROUP GENERATORS 

Before investigating spectral properties of the operator 
- ~ + V we shall prove some properties of the semigroup 

generated by this operator. 
Remind that Ho,p is a generator of the Co-semigroup in 

L P with an integral kernel (41Tt ) - /12 exp( - Ix - y 12/4t ). 
and Vp is a mUltiplicative operator associated with the real 
values measurable function Vex) with a domain g(Vp) 
= I/ELP:VIELPj. 

Lemma 4.1: Suppose that VpEPp. Then the operator 
sum H o,p + Vp is a generator of the quasi-bounded holomor­
phic semigroup in L p. 

Proof The unperturbed operator Ho,p is a generator of 
the bounded semigroup in L P, which is holomorphic in the 
sector I z: I argz I < 1T /2j , so that for any € > 0 there is M. < 00 

such that II(Ho.p + zY' IIp,p .;;;M./lzi for any zEF. 
=lz:Iargzi < 1T - Ej. 

Next, the definition of Pp implies 

IIV/Ho.p + A )-IIIp,p < 1 for all ,1;;;.,10 > O. 

Let zEF •. Obviously, there exist O.E(O,1) obeying the condi­

tion ReV z + A ;;;. VAO. for all zEF., ,1;;;.,10' It follows 
from the explicit form of (Ho.p + ztl that 

/Vp(Ho.p + z +,1 t l II.;;;/vp I (Ho.p + ,10.)-11/1,\/ IELP, 

so that II Vp(Hop + z + A tlllp,p.;;;11 V/Ho,p + AO.tlllp,p < 1 
for any ,1;;;.,1010 •. Now it is clear that the Neumann series for 
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the operator (Ho,p + Vp + z + (Ao/O£»,-' ZEIE converges 
and 

II(Ho,p + Vp + z + (Ao/O€»-'lIp,p,M'/)z + (Ao/O.J), 

where 

M'= ME 
1 - )jVp(Ho,p + Aot'JJp,P 

ThusHo,p + Vp withthedomaing(Ho,p + Vp) = g(Ho,p) 
is a generator of the quasi-bounded semigroup and 
exp( - t(Ho,p + Vp» is holomorphic on {z:)argzJ <?T12}. 

Notice that if Ao = 0, then exp( - t (Ho,p + Vp» is a 
bounded holomorphic semigroup, since 

Jl(Ho,p + Vp +z)-'JJp,p,M'/\z\, zeF£. • 

Consider now the self-adjoint (bounded from below) opera­
tor A in L 2. Using the operator we can construct a family of 
operators acting in L p spaces. It may be done as follows. 
Consider the semigroup t(t) = (e - IA i L 2nL P)- in the L p 

space, where - is a closure of the operator. (We assume that 
the construction of such a semi group is possibl~!) and let A p 

be a generator of E(t ). If A is the form sum Ho + V, then the 
following theorem is valid. 

Theorem 4.2: Let V = V + - V -, V ± >0. Suppose 
(1) V + EL foc (HI \S), where qE[ 1,00 ) and S is a closed 

set of the Lebesque measure zero; 
(2) V-EPq • 

Then the definition of the operator (Ho -+- V)q is possible an~ 

(Ho -+- V)q ~(Ho,q + Vq)iCO'(R/\S). (4.1) 

Proof It follows from the condition (2) that 
(Ho,q - V q-) is a generator ofthe holomorpic semigroup in 
L q (see Lemma 4.1). Moreover, Pq CPK so that the defini­
tionoftheformsumHo -+- (V + - V ~)ispossible. Let V(!) 
is a truncated operator corresponding to V, so 

V + (x) = {V + (x) if V + (x),n, - n = 1,2, .... 
(n) 0 if V + (x) > n, 

Introduce the notations 

C(n) = Ho -+- (V(~) - V~), g{C(n» 

= g (Ho -+- ( - V ~ », C = Ho -+- V, 

Cq,(n) = Ho,q - V;; + V(~)J g(Cq,(n» = g(Ho•q). 

Notice that 
R 

C(n) --;:C (strong resolvent convergent in L P) (4.2) 

(see Ref. 23). 
On the other hand, we have (see Ref. 23) 

s - L q -lim {A + Cq,(n»-I exists for VA>Ao > 0, (4.3) 
n 

s - L q = Jim (1 + aCq,(n)t' = 1 uniformly on 
alO 

n = 1,2,. .. , (4.4) 

(4.3), (4.4) and the Trotter-Kato theorem (see, for example, 
Ref. 6, Chapter IX) imply 

(4.5) 
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where Cq is a generator of some quasi-bounded Co-semi­
group in L q. Combining (4.2) and (4.5) we obtain 

e ~ le"/L 2nL q = e ~ Ie IL 2nL q. 

Thus 

e ~ Ie. = (e ~ Ie /L 2nL ~-=e ~ I(Ho -+- V)q. 

Let us now show that 

CqRm (Cq) q; = Rm (Cq)(Ho.q + V q+ - V q~ )q;, 

q;EC 0"(R1 \S), (4.6) 

where Rm{Cq) = (A + m-'Cqt', m = 1,2,.··. 

It is clear that (4.5) is equivalent to 
s 

Cq,(n)Rm (Cq.(n»~ CqRm (Cq) (n~oo), 
Lq 

(4.7) 

s 

where -+ means a strong L q convergent. 
L" 

On the other hand, using the estimate 
sUPm;>1 JJRm(Cq,(n»Jlq,q < 00, we have 

Cq.(n)R m (Cq,(n»q; 
s 

=Rm(Cq,(IIj)Cq.(n)q;-Rm(Cq)(HO,q + V q+ - V;;)q; 
Lq 

for any q;EC 0" (RI \S). 
Thus (4,6) is proved. Then, putting m_ 00, we obtain 

II(Rm(Cq) -l)(Hqq + V + - V~)q; IIq~, 

Vq;EC O"(RI\S). 

The latter, (4.7) and the fact that Cq is closed imply 
C O"{RI \S)Cg(Cq) and 

Cq-:J{Ho,q + V+ - V~)ICO"(R'\S). 

Theorem 4.2 is proved. • 
Remarks: (1) Theorem 4.2 may be extended to a more 

general situation, that is, the operator Ho may be replaced by 
the general self-adjoint operator A such that e - tA is the holo­
morphic positivity preserving the semigroup in L I, 

n g(Aq)-:JC O"(R/\S); 
I <q < 00 

Aq - Cq is a generator of the holomorphic semigroup in L q. 

Moreover, if q > 1 the analyticity of e - fA in L I is a superflu­
ous condition, because the analyticity of e - IA in L q is a con­
sequence of the Stein interpolation theorem. 

(2) Theorem 4.2 was proved earlier by Yu.A, Se­
menov24 for the case V - = o. 

5. THE FIRST SPECTRAL PROBLEM FOR OPERATOR 
-..1+ V 

Using the results of the above sections we shall give here 
some conditions which yield the positive solution of the first 
spectral problem for the operator - A -+- V in the L p scale. 

Theorem 5.1: Letp(p) = (/(p - 1)(/- 2p)]lp2, 
1 <p < 1/2. Suppose V = V + - V -, V ± >0 and 

(1) VELfoc(R'); 
(2) II V -1I1/2,w <n VI f3(p). 

Then the operator Hp = ( - A + V)tC O'(RI) is closable 
and its closure is a generator of the quasi-bounded holomor-
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phic semigroup. In particular, if I> 5, p = 2, fi2 is essentially 
self-adjoint. Moreover, if 1>5, VEL ~,JJR'), 
II Vi! 1/2.,,' <{Iii' (3 (2), fiz is essentially self-adjoint. 

Proof The condition (2) and Proposition 3.1 imply 
V EPp and, consequently, V EPK, so that the form sum 
H = Ho -+- (V j - V ) is correctly defined. Furthermore, 
the operator ( -.d + V ~ ) r C (~(JRi) is closable by the 
Lumer-Phillips theorem2

;i (we denote its closure by H / ). 
Since the Davies-Faris lemma Ref. 26, Theorem X.31 gives 

IIV" (HI" +At1Ilp.p<llV" (Hu.p +Ay1llp.jl <1, 

fip is also closable (see Ref. 6, Sec. IV.I), Using arguments 
based on Kato's inequality it is not difficult to show (see Ref. 
24),.!,hat (~ + I)C O'(JR') is dense in L 1', so that the closure 
of HI' coincides with HI" Now we shall show the analyticity 
of exp( - tHp). 

Obviously, exp( - tH) is a quasi-bounded holomorphic 
semigroup in L 2. Suppose noW p > 2. Since the condition (2) 
turns out to be a strict inequality, from Proposition 3.1 fol­
lows that there exists E > 0 such that V - EPI' t- .' Hence (see 
the proof of Theorem 4.2), the operator (Ho -+- V) is a gener­
ator of the quasi-bounded holomorphic semigroup in L I' I- '. 

[The assertion of Theorem 4.2 about the validity of(4.1) may 
be false, because it is possible that [i; (Vpj .• )nC () (JR') = 101, 
but the quasi-boundnes of exp( - t (Ho + V)q) is clearly 
true.] 

Thus the Ho + V generates a quasi-contraction holo­
morphic semi group in L 2 and a quasi-bounded semi group in 
L p 4 " so the Stein interpolation theorem implies the analy­
ticity of exp( - t (Ho -+- V\ )inL p. The consideration of the 
case p < 2 is analogous, but we need to replace p + E on 
p -E. 

Consider now the condition II V -11,12.", <fl V' f3 (2). It 
implies 

II V" uI1 2<IIHoullz, VUE[i;(Ho)' 

So Wiist's theorem gives a significant self-adjointness of 
Ho - V on any core of the operator Ho, in particular, on 
C ;; (JR'). Essential self-adjointness of the operator fio fol­
lows from the Davies-Faris lemma and known results on the 
self-adjoint ness of -.d + V 4 . • 

Remark: Theorem 5.1 and aU further results may be 
generalized by a trivial way in the case V - = V I' + V 2 , 

w here V 1 obeys the condition (2) of Theorem 5. I, and V; 
EL 'l. 

Now consider the case when V has a non-L I' -integra­
ble singularity in one point only. It allows one to weaken the 
condition (2) of Theorem 5.1. 

Theorem 5.2: Let 1>2, pE[l, 00 ). Suppose that 
(1) VELfoc(JRi,\Oj); 
(2) V>B(p)lxl-2. Put fil' 

= ( -.d + V) 1 C (f(JR' \ \ O)):L P-+L p. Then (a) 
Rand!" + 1) is dense in L 1'; (b) If p > 2//(1 + 2), I> 3, the 
operator fip is closable and the closure generates the quasi­
bounded holomorphic semigroup e" tlf,,; (c) Ifp>(1 /2),1>2 

the operator HI' generates contraction Co-semigroup e . til". 

Proof (a) Suppose that (a) is not true. Then there exists 
hEL p', (lip) + (lIp') = 1, Ilh lip' = 1, such that 
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«fip + 1 )u,h ) = 0 for any UEC (~(Ri , IOn. 
So ( -.d + V + l)h = 0 (in a distributional sense), or 

.dh = (V + l)h. Hence, hEL Le(JR', \ 0 l), l1hEL L,(JR', \ 0 \) 
and so we can apply Kato's inequality (see Ref. 26, p. 183): 

.d jul>Re[(signu).du) 

X (in distributional sense on C (~(JRt , I ° \) 1. 
Thus 

.d jh I > Re[(signh ).dh] = Re[(signh )(V + l)h 1 
= (V + l)lh />( -(3(p)/xj-2 + 1)lhl. 

So, 

Llh I ( -.d -.B (p)lx 12 + 1)q:J dx<O, \f q:JEC ;~(JR', ! ° I). 
Introduce the functions 

¢(s)= Ixlke1xl,k= 1-(1/2)+ 1(l/2)-(1Ip)+1/, 

X (x) = Ixl- I¢ (x)(1 + 1/- 2 - (21Ip)I)· 

Clearly, 0 <XEL P, 0 < ¢E.Y'(JR" [OJ) (51' is the Schwartz 
space). A simple calculation yields 

dip + 1)</1 =X, ¢(x)=O(lxl k
), 

1'1¢ I = O(lxl" I), (Ix 1--0). 

Let YJ, 5' be elements of C'l. (JR') satisfying the conditions 

il if lxl>t {I if Ixj<l, 
YJ(x) = . - s(x)= , I o If Ixl<1, 0 If IXI>2. 

Denote ltJ,,(x) = YJ(nx)s (xln), n = 1,2, ... , and </I" = ltJ,,¢. 
Then O<</I"EC (~(R', 10\) and .d</l" = </I,1ltJ" 
+ 2'1 ltJ" '1</1 + ltJ".d¢. Thus 

0> 1., Ih IC -,1 - ( f3 (p)/lxj2) + 1)</1" (x) dx 

= (j h I ,ltJ" X) - < j h I ,¢.d ltJ,,) - 2 ( I h l,v </I V ltJ" ) . 

It is easy to see that 

< Ih l,ltJ" X }-< Ih I,X), 

< I h j ,</I.d ltJ" ) --0, (5.1) 

Hence (Ih 1'%) <0, so h =0. Thus (a) is proved. 
(b) p > 211(1 + 2), there is q" E(21 1(1 + 2» such that 

B (qp) > f3 (p)(see Fig. I), It follows from Theorem 5.1 that 

exp( - IHqp) is a quasi-bounded Co-semi group in L 'I, and, 
consequently, E(t )= [exp( - tHqp) 1 L q'nL pJ - is a quasi­
bounded Co-semigroup in L ". Denote the generator of E(l) 
by Cpo Then Cp ~fip (see Theorem 4.2). The latter and (a) 

give CI' = Hp. 
Finally (c) follows from (a) and the Lumer-PhiJlips 

theorem25
, 

Remarks: (1) In the case p = 2 TheQrem 5.2 was first 
proved by B. Simon27 (see also Ref. 24). The idea of Simon's 
proof consists in the construction of the function </10 > 0 with 
a certain asymptotic in Ix 1-+0, which is the solution (in some 
sense) of the equality ( - .d - If3 (2)/lxI 2

] + 1)</10 = O. The 
above given proof of part (a) Theorem 5.2 is close to the 
Kalf-Walter method.2~ 
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per) 

It~ 

FIG. I. (I) HI' is a generator of the quasi-bounded holomorphic semigroup 
in L "; (2) HI' is a generator of the contraction semi group in L 1'; (3) All A < 0 

are eigenvalues of the operator Hp; (4) Ran(Hp + I) is not dense in L p for 
any,{ > O. 

(2) Let us explain the method of construction of the 
functions ¢, X. They must obey the following requirements: 
O<XELP,O<¢EY(R/\!Oj),dip +1)¢=X. For the va­
lidity of the relations (5.1) a certain asymptotic behavior of 
¢, X is necessary. However, to obtain the optimal result, it is 
also necessary Ixl-2¢EL;:'. 

(3) The constantfJ (P) ~ Theorem 5.2 is optimal. In 
fact, consider the operator Hp 
= (-.1- (f3/lxI 2) +A.) 1 Y(R /\(O)),A.>O,/3>/3(p) 

and the function h (x) = Ixl- (1- 2)12K" V (A. Ixl), 

v = ~ V 1(1- 2)2 - 4/3 ,where K" is a modified Bessel 
function (see Ref. 29). Let.R<,21/(I + 2), then it is not diffi­
cult to see that hEL p and Hp h = O. If P > 2//(1 + 2), then 
hEL p'. Since - LlUEC ;(RI \ (0 j), Ixl-2UEC ;(RI \ (0 j) for 
any UEC ~(RI \ (OJ) and D = (u,( - Ll - /3lxl-2 + A.)h ) 
= « -.1 - /3lxl-2 + A. )u,h), so Ran(Hp + 1) is not dense 

in L p. Thus we can represent all the results obained in Theo­
rem 5.2 in the following way (see Fig. 1). 

(4) The condition/3<,/3(p) for the operator 
( -.1 (f3 /lxI 2» 1 C (~(RI \ I OJ), when 1 <p < 1 /2 was ob­
tained by two different methods. This assumption follows 
from the condition VEPp in Theorem 5.1 and it is the conse­
quence of the Kalf-Walter method in Theorem 5.2. 

Finally we shall prove an inequality which is very useful 
in the spectral theory of the Schrodinger operator. 

Lemma 5.3 (generalized Schmincke inequality): Let 
1>3 and E> O. Then for any 1 <p <1/2 

II( -.1- /3(CI;-E +1 )ullp >~ I h~ullp' (5.2) 

Proof The above results imply that (5.2) is equivalent to 
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1 1

_1 (_.1_/3(P)-E+l)-111 <,~. (5.3) 
Ixl 2 Ixl2 p,p E 

Using C. Neumann series, we obtain 

II-W( -.1- /3(CI;-E +1 )-ll\p,p 

1 

/3(p) - E 

X II ! (- 1) m [/3 (p) ;- E ( -.1 + 1 t 1 ] m + 1 II 
m~O Ixl p,p 

<, 1 ! 11/3(P);-E(-.1+l)-lllm+l. 
/3(p)-Em~O Ixl p,p 

Thus Corollary 2.9 and direct computations give (5.3). • 

6. EXACT L P ESTIMATES OF EIGENFUNCTIONS AND 
GENERALIZED EIGENFUNCTIONS OF THE 
SCHRODINGER OPERATOR 

The main results of this section is 
Theorem 6.1: Let 1>3, V = V + - V -, V ± >0, 

0<,/3 < ((/- 2)/2)2, Suppose that 
(1) V + EL Iloc (RI \S), where S is a closed set of Lebes­

que measure zero; 
(2) J:' - EL ;:2(R/) and II V -III /2,w <,fl VI /3. Let 

H = Ho + V is the form sum. Put 

p'(/3) = 21 , 
1-2- V(I_2)2_4/3 

_1_+ _1_ = 1. 
p(/3) p'(fJ) 

Then (a) II(H + A.) - Nullq <,constllullv for all sufficiently 
large A. > o and convenient N> 1; (b) Iiexpli( - lH)uli q <,con­
stllull v, where VE( p(f3), p'( /3 », qE[V,p'( /3 », uEL q0L V0L 2. 

Before the proof of Theorem 6.1 we give some represen­
tations for (H + A. t 1 • 

For VEPK the following representations are well known 
(see Ref. 22) 

g=go-goIVI I/2(1 + VI/ZgolVll/2tlvl/2go, (6.1) 

g = gb/Z( 1 + gb/2 VgL bl2t 1 gb12
, (6.2) 

whereg=(H + A. )-I,go (Ho + A. t l andA. > 0 is sufficiently 
large. And (6.1), (6.2) are understood in the !t'(L 2) sense. 

Our purpose is to prove representations for (H + A. tl, 
when VEPp. 

So let VEPp. Since Pp C PK, the form sum H = Ho -i- V 
is well defined. Consider the semi group 
E(t) = (exp( - tH) 1 L 20L q) - in L q space, where 
qE[min( P,P'J, maxI p,p'J]. We denote a generator of this 
semi group by Hq; It is clear that the construction of Hq 
implies (Hq + lA. )-1 1 L 20L q = (H + A. t l 1 L 20L q. 

Propos.ilion 6.2: Let 1 <p < 00, VEPp and 
Hq = (Ho + V)q' qE[min( p,p'J, max(p,p'J]. Then 

(Hps + A. t l = go - gol VII - '(1 + V 'go I VII -- '}I V'go (6.3) 

(the quality in !t'(L P'), where 0 <s<, 1, 
lip, = 1 - s + (2s - 1)/p, and A. > 0 is sufficiently large. 

Proof Using arguments analogous to the proof of Pro­
position 1.1 we can show 
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V'goEY(L P), gol v II - 'EX(L P,) 

(to see this, choose the family T(z) = VZgo instead of 
F (z) = VZgo V' Z). Moreover, the definition of Pp and Pro­
position 1.1 imply 

IIVgo l VII-sliM, < 1 

for all sufficiently large A > O. Hence, the operator 

g,=go - gol VI'- '(1 + VSgol VI I - j-IVSgo 

is correctly defined and gsEx(L P'). 
Define the operators 

fin =go + i (-I)k(goVqot, n = 1,2,.··. 
k = I 

It is clear that fin Ex(L P,), n = 1,2,..·, sE[O,I]. 
Let fEL 2nL P', 0 < s,,;;; I, then, obviously, 

finf =gaf + i (-l)k(go/VII-sVSgo)k f 
k=1 

-+gs f (n-+ 00 ). 
L f >, 

It follows from (6.1) thatg l/2 = (H + A) -I, so 

g, 1 L 2nL p, = (H + A)-I 1 L 2nL p, 

=(H +Ay 1 1 L 2nL P
,. p, 

As gs EX (L P), (Hp, + A t lEX (L P,), and L 2nL p, is dense in 
LP if 0 <s,,;;;l, sog, = (Hp, + Atl. • 

Remark: In Proposition 6.2 we assume s#O, because 
p = 1 and s = 0 imply Ps = 00, and in this caseL 2nL p, is not 

dense in L P. and we cannot write g, = (Hp, + A)-I. But if we 
know p =f. 1 a priori, we may put SE[O, I]. 

Proposition 6.3: Letl>3, VEL ;';2, IIV Ill/z.w,,;;;n VI p, 
o,,;;;p < «I - 2)/2)2. Suppose that H = Ho + V is the form 
sum andp(fJ),p'(fJ) are defined in Theorem 6.1. Then 

(H + A tlu = ghBg6 - S (pointwise a.e) 

for 'tIuEL'nL 00 and all A > 0, where BE.Y(L P,), 

lips = 1 -s + (2s -1)lp, O<s< 1. 

Proof It is a direct consequence of Propositions 3.1 and 
6.2. • 

Remark: A direct calculation shows that 
B = (l + g6 - sVghtl so that 

(H+A)-I U =gh(l +gb- sVgh)-l g6 -sU• (6.4) 

Proof of Theorem 6.1: Suppose at first V + = O. Let 
uEL 'nL 00, VE( p( fJ), p'( fJ» and qE[V,p'( fJ », then it is clear 
that 

II(H + A tlullq = IIghBg6 - sullq ";;;constllullq,, 

where lIq = (llql) + (11k,) -1, 11k I > 1 - (2//). 
Using the reduction we have 

II(H + A)- Nullq ";;;constllull q ,, 

where 

N 2 
lIq = (lIqN) + L (lIkj -1), lIkj > 1- -. 

j=' I 
Choose N such that qN = v. Then 
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II(H + A) - NUllq ";;;constllull,, for suitable N> 1. (6.5) 

Notice that e .. rff is consequently a holomorphic semigroup 
by Theorem 5.1. 

lie - rffullq = II(H + A) - N (H + A )Ne - rHu\\q 

,,;;;constll(H +A)Ne - rHIIv.,.llull,. < 00. 

Thus Theorem 6.1 is proved for the case V + = O. As 
(see, for example, Ref. 26) 

le- r (Ho + W - v )u I,,;;;e - r (Ho + ( - v )1 u I (pointwise a.e.), 

so 

Ii e - t(Ho+ V)ullq,,;;;lle- t(H,,+( - V))lulli
q

• • 
Remark: Evidently, valid is the 
Conjecture: Let VEPK and theH b/z-bound of the opera­

tor I V 11/2 equals p 1/2 for some 0 <fJ < 1. Then 

lie - tHullq ";;;constllull,,, 'tIuEL 2nL qnL " 

nE(t(p),t'(P», qE[V,t'(fJ», 

where 

t '( (3) = 21 , _1 _ + _1_ = 1. 
(l-2)(I-VI-fJ) t(fJ) t'(fJ) 

This conjecture was proved in Theorem 6.1 for the case 
VEL ;';Z(RI). Notice that I. Herbst and A. Sloan30 proved the 
result analogous to our conjecture with t ' (f3) = 211(1 - 2)fJ. 

Theorem 6.1 implies eigenfunction estimates for the op­
erator H. 

Corollary 6.4: Let tP be an eigenfunction of the operator 
H. Then t/lEn2<q <p'([3)L 9. 

Proof If HtP = AtP, then e - tfft/! = e - Alt/!. Thus putting 
v = 2 and using Theorem 6.1 we obtain 

Ile- tHtPllq = e - AllltPllq ,,;;;constlltPllz < 00, 

qE[2,p'( fJ ». • 
Corollary 6.4 is exact. In fact, consider the operator 

H = Ho -i- V in L 2(R3
) (for simplicity we discuss the case 

1= 3). Suppose that V(x) = -fJlxl- 2,fJ<!forlxl < l,anda 
behavior of V (x) on the set Ix I> 1 is such that the operator H 
has an eigenfunction (which is sufficiently simple to con­
struct such a V). It is known that the angular momentum 
zero eigenstates behave like Ixl -s, s = HI - v(l - 4)8)] in 
the neighborhood of the origin (see Ref. 31, Sec. 35). All 
other eigenstates vanish at the origin. Thus all the eigen­
states of H are in L p for p <p'( fJ) = 6[1 - v( 1 - 4/3)]. 

Theorem 6.1 is an essential generalization of the 
Herbst-Sloan result in the case VEL ~;'2. 

Consider now the operator p6(H + A )p - 6, where 
p(x) = (1 + Ixl), 8ER'. Our purpose is to get a result analo­
gous to Theorem 6.1 for this operator. 

We shall need the following 
Lemma 6.5 23: Let Ks (x,y,A ), A > 0 be an integral kernel 

of the operator (Ho + A ) - " s > O. Suppose that 8ER I and 
x > 0 are fixed. Then 

pD(x)Ks(x,y,A) p -D(y) 

";;;c(8,A )Ks(x,y,8A), 8E(0,1). (6.6) 

Moreover, for any c> 0 there exsit 80(0,1), A = Ao(8o) 
such that c(8o,A ),,;;; 1 + c for A>Ao. 
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Next, the following representations are valid in (see 
Ref. 23) 

p{j(Ho + V +,.1. )-lp -6 

=p{j(Ho +,.1. )-lp -6 

X [1 + Vp6(Ho +,.1. )-lp -6] -I, VeP2, 

p{j(Ho -i- V +,.1. )-lp -6 

= p6(Ho + A )I/2p - 6 

X [1 +p6(Ho +,.1. )-1/2V(Ho +,.1. )-I/2p-6]-1 

Xp6(Ho + A )-1/2p - 6, VePK. 

for all sufficiently large A > O. 
But analogous arguments and Proposi'tion 6.2 give the 

following representation [in the .Y'(L P) sense] 

p{j(H;" +,.1. )-Ip-{j 

= p6(Ho + A )-sp-6 

where 

X [1 +p6(Ho +,.1. )-1 +sV(Ho +,.1. )-Sp-{j]-I 

Xp6(Ho + A ) - 1 + sp - 6, 

VePp ' lips = 1 - S + (2s -1)/p, SE(O,l). 

Now it is clear that (6.5), (6.6), and arguments analo­
gous to the proof of Theorem 6.1 imply 

Theorem 6.6: Suppose that all the assumptions ofTheo­
rem 6.1 are valid. Letp(x) = (1 + Ixl), 8ERI. Then 

11P6(H + A) - Np - 6ullq .;:;constllull v , VuEL qnL VnL 2 

for all sufficiently large A> 0 and suitable N> 1, where 

VE( p( fJ),p'( fJ », qE[V,p'(fJ». 

Let us consider now some properties of generalized ei­
genfunctions of the operator H = Ho -i- V. There is a com­
plete discussion of the eigenfunction expansion theory in 
Berezanskii. 32 So we shall give only some main results of this 
theory which was obtained for the operator H in Ref. 23 (see 
also Refs. 33 and 34 for the case 1 = 3). 

Let V = V + - V - , 0.;:; V + EL ioe (R I \S), 
0.;:; V - EPK, where S is a closed set of Lebesque measure 
zero. Let H = Ho -i- Vis the form sum in the cW"o=L 2. Intro­
duce the notation L ~ = L 2(R/.p6(X) dx) and consider the 
scale 

,IJ;CcW" + CcW"o ccW" _ c,IJ;', 

where 
8 > 0, cW" + = L L cW" _ = L 2_ {j' 

,IJ; = {q;:q;E~(H)nL~, H",EL n 
and ,IJ;' is a corresponding antidual space (see Ref. 32). 

(6.7) 

Recently, V. F. Kovalenko and Yu. A. Semenov23 have 
proved that the scale (6.7) with 8> 1 may be used for the 
eigenfunction expansion of the operator H. Namely, they 
examined the conditions: 

(l) p - {je - tH is the Hilbert-Schmidt operator; 
(2),IJ; is dense in cW" + ; 
(3) H is a continuous map from ,IJ; in cW"+ . 

Following Berezanskii,32 we call function t/JEiIt" _ a general­
ized eigenfunction of the operator H, if 
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(t/J,H",) = E (t/J,q; ) or( t/J,(H + A )q; ) = (E + A ) (t/J,q; ), 
,.1.>0 

for any q;E,1l;. 
Using a concrete form of the scale (6.7) we may put 

q; (H + A ylg, where gEL ~. Notice that Lemma 6.6 implies 
(H + A yIE.Y'(L D, so that q;E,1l; in fact. Then 

(t/J,g) = (E + A )(t/J,(H + A ylg) 

and 

(p - 6i2t/J.p{j/2g) 
= (E + A)(P - (j/2t/J, p{j/2(H + A tIp - (j/2p{j/2g). (6.8) 

As g is an arbitrary element of L ~, (6.8) implies 

p - 6/2t/J = (E + A )p - {j/2(H + A ylp{j/2 P - {j/2t/J 

and, moreover, 

p- 6!2t/J = (E + A )m p - (j/2(H + A) - mp6/2p - 6i2t/J(6.9) 

Since Lemma 6.5 and Theorem 6.1 yield 
P - 612(H + A) - mp6/2E.Y'(L 2,L P)withpE[2,p'(fJ»and suit­
able m > 0, (6.9) implies the estimate 

lip - 612t/Jllq .;:;constllP - 612t/J1I2 = constllt/JII.>¥ _ < CIJ. (6.10) 

Thus we proved 
Theorem 6.7: Suppose that all the assumptions ofTheo­

rem 6.1 are valid. Then all generalized eigenfunctions of the 
operator H obey the condition 

p - 612t/JEL q 

for any qE[2,p'( fJ)) and 8 > I. 
Remark: Let V - EL ~2. As we noted, V - EP, is invalid. 

Thus Theorem 6.7 does not give any information in the case 
V - ePl . But this problem was completely investigated in 
Ref. 23. In particular, it was proved that it is possible to put 
q = CIJ in (6.10) so that we have pointwise estimates of the 
generalized eigenfunctions: t/J(x).;:;constp 6/2(X), V8> I. 

Finally, we consider the sequilinear form 
~~ ~ 1 «i(a/axk ) + ak )u, (i(a/axk) + ak)u), where ak is a 
real valued function from L foe (Rk \S), S is a closed set of 
Lebesque measure zero. Denote an operator associated with 
the closure of this form by H (a). It was noted by E. Nelson 
that the Feynman-Kac-Ito formula implies 
lexp( - tH (a»u I.;:;exp( - tHo) I u I a.e. (see, for example, 
Ref. 35). So many of our results may be extended to the 
operator H = H (a) -i- v. 

Note added in proo/(by B. Simon): The conjecture at the 

end of Sec. 3 is false. If T is a linear map from R I to Rand 
gEL I(R ), then V(x) = g(Tx) is in PK but may not be in the 
conjectured local weak L P space. 
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Variable-phase approach to off-shell scattering by nonlocal potentials 
U.Oas 
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The basic ideas of the variable-phase approach are used to develop first-order differential 
equations for the quasiphase parameters which describe the half-off-shell scattering amplitUdes 
for a nonlocal potential. The on-shell equation of Calogero and Sobel's equation for a local 
potential are obtained as special cases. 

PACS numbers: 03.S0. + r, Il.S0.Et 

Pioneered by Morse and Allis, I the variable-phase ap­
proach (VPA) to potential scattering has been beautifully 
expounded by Calogero, Babikov and others. 2 In this ap­
proach the phase shifts are obtained as limiting values of 
certain phase functions, which are calculated by solving-first 
order differential equations. To describe the half-off-shell 
scattering amplitudes for a local potential Sobee introduced 
the concept of the quasiphase parameter and wrote a first­
order differential equation for this quasiphase parameter. 
Dolinszky4 made an attempt to derive first-order linear dif­
ferential equations for the completely off-shell phase shift in 
terms of the cut-off radius of the local two-body interaction. 
In a recent paper we pointed out that his approach is defec­
tive, and constructed an equation for the fully off-shell scat­
tering amplitUde by employing one of the results derived by 
Tikochinsky.6 In this work we use the variable-phase ap­
proach to derive a differential equation for the quasi phase 
parameter which relates the half-off-shell scattering ampli­
tudes for a non local potential. We use throughout this paper 
a system of units in which Ii = 2m = 1. 

A cut-offnonlocal potential VHr,s) having the cut-off 
parameter y is defined as 

VHr,s) = V/(r,s), r <y , 

Vf(r,s) = 0, 1'>y, 

where 

J
+l 

V/(r,s) = 2rrrs_
1 

d(cosO) p/(cosO)V(r,s). 

(1) 

(2) 

For such a potential, the I-wave half-off-shell Tmatrix may 
be written as 

T/(k,q,k 2,y) = _2_ exp[i8;'(k)] (Y J/(qr) dr 
rrkq Jo 

X f" V/(r s)vf(s) ds , (3) 

which can be expressed in terms of the so-called quasiphase 
function Li/(k,q,y) as 

T/(k,q,k 2,y) = - ~ exp [i8;'(k) ],d/(k,q,y) . 
rrk 

From Eqs. (3) and (4), we have 

1 i Y 

~ 100 

Li/(k,q,y) = - - j/(qr ) dr V; (r,s)vf(s) ds . 
q 0 0 

For the on-shell case, q-k, Eq. (4) becomes 

(4) 

(5) 

T/(k,k,k 2,y)=T/(k,y) = - ~ exp [i8;'(k) ]sin8;'(k). (6) 
rrk 

The wavefunction !!f used in Eq. (3) satisfies the differential 
equation 

- + k 2 - !!f(r) = Vnr,s)!!f(s) ds, [
d

2 
[(/+1)] 1"" 

dr r 0 

and is specified by the boundary condition 

[!!fIr )]r=O = 0, 

vi(r) - sin[kr -lrr/2 + 8;'(k)] . 
r-oo 

(7) 

(Sa) 

(Sb) 

Here Si(k) is the phase shift induced by the cut-off potential 
Vf(r,s). 

The variable-phase approach proceeds by introducing 
the phase function 8;'(r ) and amplitUde function anr ) 
through a pair of equations: 

!!f(r) = a)(r){ cog8;'(r V/(kr ) - sin8;'(r )r,/(kr ) J , (9) 

d!!f(r) ~ 
-- = ka)(r){ cog8;'(r li;(kr) - sin8;'(r )r,;(kr)l . (10) 

dr 

Here prime denotes differentiation with respect to the argu­
ment. Within the interval r = (O,y) we may drop the super­
script yon 8;'(r ) because 8/ (r ) may then be interpreted as the 
phase shift due to the potential Vf(r',s), obtained by cutting 
off the potential Vk',s) at r' = r. Thus 8k) is independent 
of the cut-off parameter y insider this cut-off point i.e., 

8;'(r) = 8/(r), r<y. (11) 

Comparing the first derivative ofEq. (9) with Eq. (10), 
we obtain 

(j!f(r ) 

[ fy ( sin8/(t Yt(kt) + cos8/(t )r,/(kt) r ] 
=exp - x ;(t)dt, 

r COs8/(t )it(kt) - sin8/(t )r,/(kt) 

r<y. (12) 

The upper limit of the integral in Eq. (12) corresponds to a 
constant of integration which is consistent with the asymp­
totic boundary condition set up by Eq. (Sb). At the cut-off 
point r =y 

[a{(r)]r=y=l. (13) 

Equation (12) implies the differential equation 

da)(r) 

dy 

1045 J. Math. Phys. 22 (5), May 1981 0022-2488/81/051045-02$1.00 © 1981 American Institute of Physics 1045 



                                                                                                                                    

_ [ sintJ,(Y)];(ky ) + costJ,(y)iMky) ]tJi(Y)a{(r). (14) 
costJ,(y)Mky) - sintJ,(Y}lMky) 

The differential equation for the phase function may be 
obtained by differentiating Eq. (10) and then using the 
Schrodinger equation (7). We thus have 

tJ;(y) = - ..!... [costJ,(y)],(ky) - sintJ,(Y)7Mky)]2 
k 

X foo V,( y,s) vf(s) ds. 
Jo vf( y) 

which is the well-known phase equation ofCalogero.7 

(15) 

Equations (9) and (10) can be used to write the ratio 
vf(s)/vf( y) in the form 

vf(s) 

vf(y) 

Substituting Eq. (16) in Eq. (15), we get 

(17) 

Let us now proceed to derive the differential equation for the quasiphase function .d[(k,q,y). To do this we differentiate 
Eq. (5) with due respect to the appearance of the cut-off radius y both in the integrand and in the upper limit of the integration. 
We thus obtain 

d.d,(k,q,y) 1 A lOO 1 l:Y A lOO dvf(s) 
----= - -j,(qy) V,(y,s)V;(s)ds- - jilqr)dr V,(r,s)--ds. 

dy q 0 q 0 0 dy 
(18) 

The derivative dvf(s)/dy in Eq. (18) may be expressed in terms ofV;(s) and tJ;( y) with the help of Eqs. (9) and (14). Then using 
Eqs. (5), (16) and (17), we get 

djj,(k,q,y) A 

--- = - [costJ,(Yli,(ky) - sintJ,(y)i},(ky)] 
dy 

Equation (19) is the desired differential equation for the qua­
siphase function .d[(k,q,y). One may solve Eq. (19) simulta­
neously with Eq. (17) subject to the boundary conditions 

tJ{(O) = .d,(k,q,O) = 0 (20) 

and .d ,(k,q, (0), the quasiphase for the full potential. The 
differential equation for the quasiphase function .d,(k,q,y) is 
coupled to the equation for the phase function tJ/(y) and has 
very complicated mathematical structure. To ensure the cor­
rectness of the results presented one can perform a couple of 
checks. 

(i) For a local potential, Eq. (19) reduces to Sobel's 
equation for the quasiphase.3 
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( 19) 

(ii) In the limit q-k, .d 1(k,q,y)-sintJ,( y), Eq. (19) yields 
the corresponding on-shell result given by Eq. (17). 
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Bound on the diffraction peak for the spin o-spin 1/2 case 
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We apply a recently developed method by the author to the problem of the diffraction peak bound 
for the spin O-spin 1/2 particle scattering with the spin taken fully into account. The variational 
technique is used with the constraints, the total cross section, elastic cross section, and the 
unitarity of partial waves. 

PACS numbers: 03.80. + r, 11.80.Et 

I. INTRODUCTION 

In a previous paper! we extended the variational meth­
od with inequality constraints2 to arbitrary spin cases. The 
basic idea was to define a set of classes such that a set of 
partial wave amplitudes with the same 1 value belong to one 
and only one of those classes. 

The method makes it possible to investigate the Mac­
Dowell, Martin3 problem with the spin taken fully into ac­
count. Since also the unitarity of the partial waves is used in 
its full form, rather than as positiveness or boundedness, we 
can use the elastic cross section, rather than the contribu­
tions of the imaginary parts of the partial waves to the elastic 
cross section, as one of the constraints. The remaining con­
straints are the total cross section and the unitarity of the 
partial waves. 

In Sec. II we write the equations for the constraints as 
well as for the forward slope. We form the Lagrange's func­
tion and differentiating it we obtain four equations in terms 
of Lagrange parameters. Taking second derivatives we find 
also the extremum conditions. In this section we also define 
the four classes determined by the unitarity equations. 

In Sec. III the forms of the partial waves are determined 
in different classes using the unitarity and the extremum 
conditions. We also find conditions on Lagrange multipliers. 
The range of the partial waves is determined by the multipli­
ers. Fitting the total and elastic cross sections, the multipli­
ers are found which minimize the forward slope. 

In Sec. IV we summerize and discuss our results. 

II. FORMALISM 

We define S, Ao, and E in terms of dA I dt I, = o,qT, and 
~I 

k dA I S=4k 2-= - = I/(/+ 1)[(1+ 1)01+ +Ial_], (1) 
~s dt '=0 

k 2 
T 

Ao = 417' q = I[(l + l)al+ + lal_ ], (2) 

E = :; ~I = I[(l + l)(al+ 2 + '1+ 2) + I(al_ 2 + '1_ 2)]. 

(3) 

alPermanent address: Applied Mathematics Department, University of 
Western Ontario, London, Ontario, N6A 5B9, Canada. 

blResearch supported in part by the National Research Council of Canada. 
clEquipe de Recherche Associe du C.N.R.S. 

Here k is the c.m. wavenumber, s is the c.m. total energy 
squared, dA I dt I, = 0 is the forward slope, qT is the total 
cross section, ~I is the elastic cross section, and 
al + ,al _ "1+ ,'1_ are the imaginary and real parts ofthe 
partial wavesft+ andft_. 

We also have the inequality constraints ofunitarity: 

ul<=al+ - al+ 2 - '1+ 2;;;.0, 

vl=al_ - al_ 2 - '1_ 2;;;.0, 

(4) 

(5) 
We want to minimize dA Idt 1,= 0 subject to constraints (2)­
(5). The auxiliary function of Lagrange is 

(6) 

Here Al ;;;'0, ,u 1;>0 from the theory of inequality constraints. 
The factors (I + 1) and 1 under the series are chosen arbitrar­
ily by modifying the definitions of Al and,ul in order to sim­
plify the resulting formulas. 

We now differentiate L with respect to al + ,al _ ,'I + ' 
and '1_ . 

...!!::..- = 0 gives a l + 1/3 - At! aal + 

+H/(/+ 1)+a+Ad =0, 

aL o· IR --= gIves al _ I/-' - ,ul) aal _ 

+H/(/+ 1)+a+,ud =0, 

...!!::..- = 0 gives '1 + 1/3 - AI) = 0, 
a'l+ 
aL o· IR --= glves'I_I/-'-,uI)=O. a'l_ 

(7) 

(8) 

(9) 

(10) 
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All other derivatives vanish. Minimum conditions are 

(I>A I, /3>/-lI' 

We now define the following four classes: 

1+1- = !l1/-lI>O,vl>0l, AI =0, /-ll =0, 

I+B- = [l1,uI>O,vI =Ol, AI =0, ,u1>0, 

1 - B + = !ll,ul = O,vI > ° l, AI >0, /-ll = 0, 

(11 ) 

(12) 

(13) 

(14) 

B+B-=(lI/-lI=o,VI=ol, AI>O, /-l1>0. (IS) 

A pair of partial wave amplitudesJ; + ,J; .. with the same I 
value belongs to one and only one of these classes. 

III. FOUR CLASSES AND PARTIAL WAVES 

A. Class 1+1-

In this class AI = O,,ul = 0. Hence the general equations 
(7)-( 10) take in this class the following forms: 

al+/3+Hl(l+I)+a)=O, (16) 

al _/3+Hl(I+I)+a)=O, (17) 

rl+ =0, 

rl_ =0. 

It is seen that 

a 1+ = a 1- = - (112/3)[ 1 (l + 1) + a) . 

(18) 

( 19) 

(20) 

With the minimum condition/3> ° and the unitarity of par­
tial waves we have 

0.;;; - [/(l + 1) + a]!2/3.;;;I, 

0.;;; - [l (l + 1) + a].;;;2/3, 

l(l+ 1)+a';;;O, 

I (I + 1) + a + 2/3>0. 

B. Class I+B-

(21) 

(22) 

(23) 

In thisclassA I = O,,ul >0, and VI = 0. Equations (7)-(10) 
take in this class the following forms: 

a l + /3 + H/(I + 1) + a) = 0, (24) 

al _ ((3 -,ul) + H/(l + 1) + a +/-ld = 0, (2S) 

rl+ = 0, 

Also 

rl_ =0 gives al _ = 

When a l _ = 1, Eq. (2S) becomes 

I (I + 1) + a +,ul = 2f}.l1 - (3) 

or 

/-ll = a + 2/3 + 1 (l + 1). 

With the minimum condition (11) we have 

a+/3+I(l+ 1).;;;0. 

When a l _ = 0, Eq. (2S) becomes 

/-ll = - [1(1 + 1) + a). 
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(26) 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

The minimum condition (11) gives 

a+/3+I(l+ 1»0. 

C. Class I B+ 

(33) 

In this class/-l l = O,AI >0, and/-l l = 0. Equations (S)-(7) 
take the forms 

al ./3+H/(/+ I)+a) =0, 

a 1+ ((3 - Ad + HI (l + 1) + a + A I ] = 0, 

r l =0, 

Also 

When a l .+ = 1, Eq. (3S) becomes 

I (l + 1) + a + A I = 2(A I - /3 ) 

or 

AI = l(l + 1) + a + 2/3. 

With the minimum condition (11) we have 

a+/3+/(/+ 1).;;;0. 

When al + = 0, Eq. (3S) becomes 

AI = - [1(/+ 1)+a). 

The minimum condition (11) gives 

a + /3 + I (I + 1 »0. 

D. Class B+B-

(34) 

(3S) 

(36) 

(37) 

(38) 

(39) 

(40) 

(41) 

(42) 

(43) 

In this class U I = O,vI = 0. The forms of the equations 
in this class are 

alt ((3-Ad+H/(/+ 1)+a+Ad =0, 

al _ ((3 -/-ld + H/(l + 1) + a + /-ld = 0, 

((3-A I )rl + =0, ((3-/-lI)rl =0, 

r l t =0 gives al + 
.-

-r l =0 gives al _ 

When a l + = 1, Eq. (44) gives: 

AI = a + 2/3 + 1 (I + 1). 

When a l _ = 1, Eq. (44) gives: 

/-ll =a+2/3+I(l+ 1)· 

0' 
1 

0 

The minimum conditions (11) give 

a+/3+I(l+ 1).;;;0 

For al + = al .. = 1 we also have AI = /-ll' 

When al + = 0, Eq. (44) gives: 

AI = - [/(1+ 1)+a). 

I. A. Sakmar 
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(4S) 

2 = 0, 
(46) 

(47) 

(48) 

(49) 
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When al _ = 0, Eq. (44) gives 

/-ll = - [/(/+ 1)+a]. 

The minimum conditions (11) give 

a+/3+/(/+ 1»0. 

(50) 

(51) 

We thus see that in all classes two possibilities exist: 

(A) either (a +/1) +/(/+ 1)<0, 

(B) or (a + /3) + I (l + 1 »0 ' 

except the class I -+ I - in which 

(a + /3) + 1(/ + 1» - /3. 

(52) 

(53) 

(54) 

For case (B) this is automatically satisfied. For case (A) it is 
satisfied between - /1 and O. 

Let us now look at the expressiony = (a + /3) + I (I + 1) 
as a function of I. This represents a paralola with its extre­
mum at 1 = -~. This extremum is always a minimum, 
where the value of the function is 

y =(a +/1) -!. 
Hence (a +/3) + 1(1 + 1»0, if(a +/3»!, 

and this for all values of I. If a + /3 <! then 
(a + /3) + I (I + 1 )<0 for a limited range of I. This range is 
between 1 = - ~ and 

1= H - 1 + [1 - 4(a +/1)]1/2j. (55) 
Since the values of I for the physical case are restricted to 1>0 
it is necessary that 

a +/3<0 

to have a limited range for / 'so 
Case A: 

When 1(1 + 1)< -(a+/3). 

In the class B -+ B - , 

a l -+ = 1,a l _ = 1. 

In the class I - B -+, 

a l + = 1,a l _ = -(1/2/3)[/(/+ l)+a]. 

In the class I -+ B - , 

a 1 _ = 1 ,a 1 -+ = - (1/2/3 )[ I (I + 1) + a] . 

In the class I -+ I -, if 

- (a + 2/3)</(1 + 1)< - (a +/3), 

al + =a,_ = -(1/2/3)[/(/+ 1)+a]. 

If 

I (l + 1) < - (a + 2/1) 

(56) 

(57) 

(58) 

(59) 

(60) 

(61) 

the class I -+ I - is empty and does not contribute. This last 
case corresponds to 

a + 2/3<0. (62) 

In case A the range of I is determined by the inequality (52). 
CaseB: 

When / (I + 1» - (a + /3 ). 

In the class B -+ B - , 

a,-+ = O,a l _ = 0 

In the class I - B -+ , 

(63) 

ai+ = O,al _ = - (1/2/3)[/ (/ + 1) + a]. (64) 
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In the class I -+ B - , 

a l _ =O,a l + = -(1/2/1)[/(/+l)+a]. (65) 

In the class I -+ 1- Eq. (23) is automatically satisfied and we 
have 

(66) 

In case B the range of I is determined from below by the 
inequality (53) and from above by vanishing of ai's of the 
form (66). To minimize S one has to determine the param­
eters a and /3 from fitting of Ao and E. For this, one has to 
choose amplitudes from different classes for the regions 
/(/+ 1)< -(a+/1)and/(/+ 1» -(a+/1).Eachchoice 
gives a local minimum. For instance, if Ao = E, we have to 
choose the class B -+ B - for both regions since in this case the 
elasticity of all partial waves is known and the class B -+ B -
represents elastic amplitudes. This gives a1-t = a l _ = 1 for 
1(/+ 1)< -(a+/1)anda l + =a1_ =Ofor 
I (l + 1) > - (a + /1). With these values one obtains for S 

S = ~o(Ao - 1). 

However, in general, this kind of information about the elas­
ticity degree of the partial waves will not be available. If we 
choose for the first region the class B -+ B - and the second 
region I -+ I - we obtain 

A= I (2/+1)+ I (2/+1)[a'-/3'/(/+l)]. 
BIB [+[-

E= I (2/+1)+ I (2/+1)[a'-/3'I(/+IW· 
BCB 1'1 

Here we put a' = a/2/3 and /3' = 1/2/3. 
It is seen that both the amplitudes and the constraints 

have exactly the same form as in the scalar case [case (a) of 
Ref. 3] and one obtains the result, Eq. (12), of MacDowell 
and Martin. 

In the other combinations the elimination of the param­
eters in terms of A and E is complicated and the resulting 
formulas are not particularly illuminating. It may be better 
to do numerical calculations in specific cases. This will also 
be necessary to find the smallest and largest of minima. 

IV. DISCUSSION 

Using the variational technique with inequality con­
straints we looked at the problem of finding a lower bound 
for the forward slope in the spin O-spin ! case when the total 
cross section, elastic cross section, and unitarity of the par­
tial waves are used as constraints. We defined four classes 
such that a pair of amplitudesft -+ ,ft _ for a given I belongs 
to one and only one of these classes depending on their elas­
ticity or inelasticity. 

The positivity of the Lagrange multipliers correspond­
ing to the inequality constraints, together with the extre­
mum conditions obtained from second variations are used to 
determine the forms of the partial waves in each class. 

To minimize the forward slope the total cross section 
and the elastic cross section are fitted with the partial waves 
belonging to different classes. This fitting determines both 
the values of the I independent Lagrange multipliers and the 
range of I 'So In general, numerical calculations may be neces-
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sary, but one ofthe solutions coincides with the result ob­
tained previously for the scalar case. 

The technique is quite general and we are planning to 
apply it to higher spin cases like the N-N problem. Obvious­
ly analytic solutions will be difficult to obtain. However nu­
merical solutions may be of practical use. 
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We prove that any given stationary axisymmetric vacuum space-time (SA V) can be generated from 
Minkowski space by at least one Kinnersley-Chitre transformation, i.e., by at least one member of the Geroch 
group K, provided that the metric tensor and the Killing vectors are c4 in a domain which covers at least one 
point of the axis at which one of the Killing vectors characterizing the space-time is timelike. We find that the 
set of all Kinnersley-Chitre transformations which map any given SA V into another given SA V is uniquely 
determined by the initial and final values of the Ernst potential on the axis. An explicit formula for these K-C 
transformations in terms of the initial and final axis values is given; this formula generalizes an analogous one 
which Xanthopoulos found for the asymptotically flat SA V's. 

PACS numbers: 04.20.Cv 

1. INTRODUCTION 

The central theme of this paper is the proof that any 
given stationary axially symmetric vacuum space-time 
can be generated from Minkowski space by a Kinners­
ley-Chitre l

-
3 transformation, i. e., by a member of the 

Geroch4
,5 group K, provided that the space-time includes 

at least one point of the axis at which the matrix hab 

: = x;. . Xb of scalar products of the Killing vectors X3 
and X. which characterize the space-time has rank 1 
(as opposed to rank 0) and provided that Xa and gab are 
C4 in a neighborhood of the point. The proofs of this 
theorem and of various related theorems demand that 
we first establish a substantial number of preliminary 
results concerning the complex plane representation of 
K introduced by the authors in two preceding papers,6,? 
which we shall designate as I and II. Some of these 
preliminary results are interesting in their own right; 
this is especially the case for a 2 x 2 matrix Fredholm 
equation of the second kind which will be derived in Sec. 
4 and which provides a powerful analytical tool for in­
vestigating the properties of K-C (Kinnersley-Chitre) 
transforma tions. 

To enable us to explain our objective more fully, it is 
advisable at this point to describe a few of the notations 
and conventions which we shall often use in this paper. 
The domain of our discourse is the set V of all statio­
nary axially symmetric vacuum space-times. z and p 
will denote the Weyl canonical coordinates of any mem­
ber of V, and R: will be the set of all (z, p) such that 

It is understood that the open subsets of R: are the in­
tersections of R: with the open subsets of R2, and con­
tinuity and derivatives of functions of (z, p) are defined 
in accordance with this topology. An Ernst potential of 
any given member of V will be expressed as a function 
8(z, p) of Weyl canonical coordinates restricted to a 
domain U such that U is a region (open connected set) in 
R:, and such that 

f:=Re8>0 

a)Work supported in part by National Science Foundation 
Grants PHY 79-08627 and PHY 80-10405. 

at all points of U. We grant the manifold is C~ and that 
the metric tensor and Killing vectors are at least C4

j 

therefore, 8 is at least C 3
• We shall let Vo denote the 

set of all members of V for which g-potentials exist, 
each of whose domains cover at least one point (zo, 0) 
of the axis; thus, 8 is at least C3 in a neighborhood of 
(zo' 0) and f(zo, 0) / O. The asymptotically flat stationary 
axially symmetric vacuum space-times constitute a 
subset of Vo' After Sec. 3, whenever we have occasion 
to consider a member of Vo in a neighborhood of a point 
(zo' 0) of the axis, it will be understood that the arbi­
trary constant in z is chosen so tha t zo::= O. 

One of the important results in this paper is that g is 
holomorphic in U. To say that 8 is holomorphic in U 
means that 8 has an extension [g] to a region (U] in 
C xC (where C is the complex plane) such that (8] is 
holomorphic in (U]; L e., [g] is single-valued and is, 

in at least one neighborhood of each point of (U], ex­
pressible as a Taylor series which converges to the 
function in that neighborhood. The holomorphy of 8 is 
proved in Sec. 2 and is based on the fact that if one of 
the two Killing vectors characterizing the space-time is 
timelike, (Le., iff>O over U), then the real and ima­
ginary parts of g constitute a solution of an analytic 
elliptic system of partial differential equations, and 
every C3 solution of a system of this type is holomor­
phic. S-IO 

So far, we have said nothing about those vacuum 
space-times which are like the stationary axially sym­
metric ones except that both Killing vectors are space­
like; i. e., f<O. To simplify our exposition, the bulk 
of this paper covers only the case where one of the 
Killing vectors is timelike. This involves no essential 
loss if generality since the corresponding equations 
and results for the other case are easily obtained by a 
few simple operations, which we shall provide in Sec. 
6. The theorems and proof of the Geroch conjecture 
are also applicable in the case f < 0 prOVided we assume 
that 8 is a holomorphic functi01 of Weyl canonical coor­
dinates. (Holomorphy does not automatically follow 
when f < 0, since the equation governing ,£ is then hy­
perbolic.) This assumption is viable since Theorem 4, 
which we shall prove in Sec. 5, guarantees as one of 
its conclusions that the holomorphy of ,£ (but not neces­
sarily the domain) is preserved by K-C transformations. 
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That completes our preliminary account of notations 
and conventions. The term stationary axially sym­
metric space-time will be abbreviated SA V . 

The motivation behind our principal obj ective has its 
origins in work of Geroch and of Kinnersley and Chitre. 
One of the intriguing ideas in general relativity over 
the past decade has been the conjecture advanced by 
Geroch4

,5 that a substantial subset of V (including all 
of its asymptotically flat members) can be obtained from 
Minkowski space by an infinite-dimensional Lie group K 
of transformations, whose underlying symmetry is the 
free product of the group of SL( 2, R) transformations of 
the pair of Killing vectors characterizing V and of an 
internal SU(1, 1) symmetry of the second order differen­
tial equation which defines 8. This idea remained 
academic until K-C created a workable representation 
of the Lie algebra of K plus various techniques which 
could actually be used to compute hitherto unknown in­
teresting members of V from those which are already 
known. 1-:) 

Since then, results of Hoenselaers, Kinnersley, and 
Xanthopoulos 11 and Xanthopoulos1 2 have lent further 
credence to the Geroch conjecture insofar as the 
asymptotically flat members of V are concerned. Their 
work strongly suggests that any given asymptotically 
flat member 5 of Va can be generated from MS (Minko­
wski space) by applying two successive transforma­
tions belonging respectively to two specific abelian sub­
groups Ko and K 1 of K. These subgroups shall be de­
fined in Sec. 4. The first transformation UiU) maps MS 
into an asymptotically flat Weyl space-time SW, and the 
second transformation UO) maps 5 w into S. 

An especially noteworthy recent devel0pment has been 
the discovery by Xanthopoulos'2 that the axis values 
6'( 2., 0) of the 8 - poten tial of 5 uniquely dete rmine (for a 
specific choice of gauge) the transformations 1/(0) and 
u( 1) in accordance with simple algebraic relations which 
he derived. As Xanthopoulos noted, and as we shall 
make clear in Sec. 5, this brings us closer than ever 
before to a proof of the Geroch conjecture for the 
asymptotically flat SA V's. One of the key results in 
our paper is an extension of the Xanthopoulos result to 
V" and to arbitrary members of K which map Va into 
V(). Specifically, if u(t) denotes our 2 x 2 matrix repre­
sentation of an\' dement of K which induces the trans­
formation 

of the 8 -potential, then we shall prove that 13 

8(2., O),g(O)(z, O)ku~(k) + k-1U~(k) 

+ i,g(z, O)ll~(k) - i8 (O)(z, O)lI~(k) = 0, (1) 

k : = (2z r ' , II~: = entry in ath row and bth column of lI. 

The above result enables us to find the family of all 
K-C transformations (in our representation) which map 
any given member of Vo into any given member of Vo' 
We shall derive Eq. (1) in Sec. 5, and we shall use Eq. 
(1) in Sec. 5 to help us establish ollr principal resul! 
which is, ill {/ certain sense, a proor or the Geroch 
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conjecture. More specifically, we shall prove the fol­
lowing theorem: 

Theorem 1: Any member or Vo can be obtailledfrolll 
MS h\' at least one transformation in a subgroup X of K. 

C0I11'ersel\', am' element of X trallsforllls MS illto (1 

member of Fn' 

Our representation of X will be defined in Sec. 4. 

As we pointed out in our opening sentences, the task 
of proving our version of the Geroch conjecture in­
volves a large number of preliminary concepts and 
theorems. We shall proceed according to a definite 
plan, which we now outline. 

In Sec. 2, we shall prove a few pertinent results con­
cerning that generalization of the 8-potential which we 
call the H - potential, which was originally introduced

,
,2 

by K-C. and which was defined and extenSively discus­
sed? in II. Tho key result of Sec. 2 will be an explicit 
general solution for Ii on the axis for any SA V in F(I' 

In Sec. 3, we shall prove a few pe rtinent results con­
cerning that generalization of the H-potential which we 
call the F-potential, which was originally introduced2 

by K-C as a generating function for part of their hier­
archy of potentials, and which was defined and exten­
sively discussed? in II. II is jJrecisei\' tile F-po/elliials 
which cOlls/itute tile dOll/ain of our representation of Ihe 

Geyoctz group. Each F -potential is a 2 x 2 matrix func­
tion F(2., p, t) of a complex variable / as well as of 2. and 
p. The key results in Sec. 3 will be as follows. 

(a) An explicit general solution for F(z., 0, I) for any 

SAY in Vo' 

(b) A theorem which asserts that the gauge of the F­

potentials for members of Fn can be chosen so that the 
only singularities of F(z., p, t) in the complex t-plane 
are at 

and such that, when 2.
2 + p2 l' 0, 

F(2.,p,t)L ~J 
is holomorphic and has an inverse at /0= 00. Moreover, 
specifics concerning the holomorphy of F(2., p, t) with 
respect to all three variables will be given. These 
specifics are required for the proofs of some crucial 
theorems in Secs. 4 and 5. 

In Sec. 4, we shall explain our representation of K 
and give three equivalent methods of effecting K-C 
transformations. The first of these methods is a ho­
mogeneous Hilbert problem, 7 which was introduced and 
discussed in II; we shall use this homogeneous Hilbe rt 
problem to help fix our gauge. The second method is a 
linear integral equation of the Cauchy type," which was 
introduced and discussed in I; we shall give an alterna­
tive form of this equation which suits our present pur­
pose and which will be used, in Sec. 5, to derive Eq. 
(l). The third method of effecting K-C transformations 
is the Fredholm equation of the second kind which was 
mentioned in our opening sentences and which will be 
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used to prove one of the theorems in Sec. 5. 

This theorem will establish the correctness of one of 
the two hypotheses 7 which were assumed (without proof) 
in II and which are basic existence conditions for the 
K-C transformations. For transformations of Vo into 
Vo, the other hypothesis and Eq. (1) will then be proved 
and will be used, in turn, to prove our version (Theo­
rem 1) of the Geroch conjecture. 

In Sec. 6, we shall discuss some of the problems 
which remain to be tackled and which are linked to the 
Geroch conjecture. 

2. THE H-POTENTIAL 

The H -potential is a 2 x 2 matrix field 

which may be defined as that solution of the equations 

H,:=oH/oz, H.:=oH/ap, 

such that 

h = -He H, E: = [0 1J' 
-1 0 

(2) 

(3) 

where h is the 2 x 2 symmetric real matrix whose ele­
ments hab are the metric components in the line ele­
ment 

(a,b=3,4) 

of the given SAY. Above rand h depend at most on z 
and p, which are defined by the equations 

p2 = -det h, 2iZE = H _ HT . 

(4) 

(5) 

The H -potential is not uniquely defined by Eqs. (2) 
and (3). It remains arbitrary up to the transformation 

H~H+ iB, (6) 

where B is any real 2 x 2 constant matrix. Also, if the 
ignorable coordinates x a are subject the GL(2, R) trans­
formation 

then 

(7) 

From Eqs. (3) and (5), Eqs. (6) and (7) imply the cor­
responding transformations 

z - z + t (B 34 - B 43 ) , 

p ~ (detS) p, z ~ (detS)z . (8) 

For any given SAY, we generally use the transforma­
tion (7) to make h44 <0 at some given point, and we re­
strict H to a region which contains the point and in 
which h44 has no zeros. We then define 

8:=H44 , f:=He8=-h44 , (9) 
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whereupon it is clear that f>O throughout the domain of 
H. With the aid of Eqs. (3) and (5), the well-known 
basic field equation'4 which governs the S-potential 
may be deduced from the integrability condition for Eq. 
(2); it is 

S •• + P-1S. + Szz = F'(S~ + S;). 

The metric field r in Eq. (4) is determined by the 
equations 

y. =~ pF2(S. S.* + s. S;), 

y. =t pj-2(-S.S; + 8. S:), 

where 

exp(2y): =fexp(2r). 

(10) 

(11) 

Also, as is well known, all elements of H including the 
metric tensor are uniquely determined by S up to a 
gauge transformation. The pertinent equations, which 
are derived from Eqs. (2), (3), and (5), are 

J:=ImH, X:=J44 =ImS, 

(f -lh
34

). = -p f -2X., (f -lh
34

). = p f-2 x. , 

(J34 ). = _F'( pf. + h34X,) , 

(J34 ). = f -,( pf. - h34 X
Z

) , 

(J33 ). = F ' [2p(h34 ). - h33X,] , 

(J3)z =F'[2h34 - 2p(h34 ). - h33 Xzl, 

h33 = f -'[p2 - (h34 )2] , J 43 =J34 - 2z . 

(12) 

Clearly, Eqs. (3), (11), and (12) uniquely define a SAY 
for any given solution S of Eq. (10). It is also clear 
that y, h, and Hare holomorphic if S is holomorphic. 
(S is holomorphic if and only if both f and X are holo­
morphic. ) 

For any given SAY, it is automatically true that Sis 
holomorphic. To prove this, we shall first show that 
f and X are real analytic functions in at least one neigh­
borhood of any given point (zo, po) of U such that Po >0. 
Let </J be the real-valued function 

</J: =pnf· 

Then, Eq. (10) is equivalent to the pair of equations 

</J •• + p-l</J. +!J .. + Hexp( -4</J)](x~ + X;) = 0, 

X •• + P-1X. + X .. - 4(</J.x. + </J.X.) = 0, 

which constitute an elliptic system of partial differen­
tial equations with left-hand sides which are analytic 
functions of (z, p, </J, </J., </J., X., X" ~ •• , ~u, X •• ' X .. ) over the 
domain N XRo, where N c U is any connected neighbor­
hood of (zo, po) such that p >0 whenever (z, p) EO N. 
Therefore, from a general theorem B

-
lO concerning such 

analytic elliptic systems, if I/! and X are C3 solutions, 
then I/! and X are real analytic in N. It follows that f and 
X are real analytic at all off-axis points of U. 

The above argument does not work for a point (zo, 0) 
EO U. We shall handle this case by introducing three in­
dependent variables 

x=pcoscp, y=psincp, z, 

where 0 '" cp < 271. Let T u denote the set of all 
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(pcos1>, psincp, z) 

in R:l such that 0, 1>',211 and (z,p)E'. U, Let a and a de­
note those functions which each have the domain T u and 
which have values given by 

a(x, ", z): = </;(z, (x 2 + y2)1/2), 

n(x, r, z): = X(z, (x 2 + y2)1I2) , 

Suppose if;' and X are C' functions at all points of U in­
cluding points on the axis. From Eq. (10), we obtain 

</;p(z, 0) = Xp(z, 0) = <J!ppp(z, 0) = Xppp(z, 0) = 0 

for all (z, 0) in U. With the aid of the above values, we 
can then prove that a and a are C 3 functions at all 
points of T u including points (0,0, z) on the axis; more­
over, Eq. (10) is equivalent to the pair of equations 

V'2a + H exp( 40- )] (V' a )2 = 0 , 

V'2 a - 4(V'a)· (V'a)=O, 

subject to the conditions of axial symmetry 

(a/o1»a = (2/01»0: =0. 

Above, V' and V'2 are the three-dimensional Euclidean 
space gradient and Laplacian operators. The pair of 
second-order equations in a and a is obviously an 
analytic elliptic svstem. Hence, a and a are real 
analytic at all points of T u; in particular, there exist 
Taylor se ries expansions of a and a about the point 
(0,0, zo) such that these series converge to the func­
tions in at least one neighborhood of (0,0, zo). The 
subsidiary conditions of axial symmetry then clearly 
imply that there exists a neighborhood N ,- U of the 
point (z", 0) such that <J! and X have serip.s expansions 

</;= L amn(z - zo)mp2n, X = L bmn(z - zo)mp2n, 

which converge to the respective functions at all (z, p) 
in N. The above series can be extended to negative 
values of p by means of the formal device 

<J!(Z, -p): = <J!(z, p), X(z, -p): = X(z, p). 

In summary, we have proved that any C3 solution of 
Eq. (10) is an analytic function of real (z, p) at all points 
of U. Therefore,15 it is also holomorphic in the sense 
defined in Sec. l. That completes our proof. 

Our primary interest in this paper is the set of SA V's 
which are members of Va' FoY them, H is holomorphic 
in a neighborhood of a point (z", 0) on the axis. As is 
easily shown, we can use the transformations (6) and (7) 
to make 

H(ZO'O)=[ ~ 0 J. 
-2lZo g(zo,O) 

(13) 

Then, by a straightforward process, we may use Eqs. 
(10) and (12) to deduce the following results for H(z, 0) 

and H.(z, 0) in that maximum interval of the z axis which 
contains Zo and on which f( z, 0) > 0: 

H(Z,O)=[ 0 0 J' 
-2iz 8(2,0) 

(14) 

Hp(z,O)=O. (15) 
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Equations (14) and (15) will playa key role in the next 
se ction. 

3. THE F-POTENTIAlS 

A. Defining equations and gauge transformations 

The domain which is transformed by our representa­
tion of K is a set of 2 x 2 matrix functions F of z, p, and 
a complex variable t. These F-potentials were origi­
nally introduced by K-C as generating functions for part 
of their hierarchy of potentials. 2 The F-potentials, 
their gauge, and their singularities were discussed in 
some detail in II. 7 

Corresponding to any given H-potential whose domain 
is U, the domain l6 of F is a region ~ in the space 
UXC, where the complex plane C is understood to in­
clude 1=00 (and, therefore, to have the topology of the 
Riemann sphere). We let16 

x: =(z,p), 

and, for each t in C, we define 

~t : = set of all x in U such that (x, t) is in ~. 

~ is not arbitrary; e. g., the domain must be chosen so 
that F is single-valued. At the same time, ~ is not 
unique. We shall have more to say about suitable 
choices for ~ later in this section. In the meantime, 
we grant that ~ is given, and we let F(t) denote that 
function whose domain is ~t and whose l'alue at each 
point x in ~t is F(x, t). 

For given H, we define F as any solution of the dif­
ferential equation 

(16) 

subject to the subsidiary conditions that F be (for fixed 
x) holomorphic in a neighborhood of t = 0 and that F(I) 

satisfy 

F(O)=I1, F(O)=H, 

det F(t) = -A(I)-I , 

F(I)t[ 11 - tl1(H + H t )I1]F(t) = 11 . 

Above, r is the I-form 

r=- ~(~ oH +~ OH) 
2 Y+-T or. Y_-T ilr_ ' 

where 

y.:=z±ip, T:=(2If' 

2/2r.=~(a/az.fia/2p). 

Also, 

f'(t): = (iF(t)/at, 

F(t)t: =h. c. (Hermitian conjugate) of F(t*) , 

and 

A( t) : = [( 1 - 2 t Z)2 + (2 t P )2]' 12 • 

(17) 

( 18) 

( 19) 

(20) 

Equations (2) and (5) imply that Eq. (16) is completely 
integrable. 7 As regards the subsidiary conditions of 
Eqs. (17), we proved in IIthatthese conditions are con­
sistent with Eq. (16).7 
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Equations (16) and (17) do not define F uniquely. If F 
is any given solution, so is7 

F'=Fv, (21) 

where v is any 2 x 2 matrix function of t (independent of 
x) such that v is holomorphic in a neighborhood of t == 0, 
and 

v(O)=I, v(O)=O, 

v(t)tW(t)=E, detv(t)= 1. (22) 

For given H, Eq. (21) is the general gauge transforma­
tion of the F -potential. Each gauge transformation may 
be accompanied by a change in the domain of the F-po­
tential; i. e., the domain !l.' of F' may differ from the 
domain A of F. 

It is desirable to restrict the gauge to one for which 
the set of t-plane singularities of the F-potential is 
minimized. Let U A denote the set of all points x in U 
such that (x, t) is a member of A for at least one point 
tin C. For given x in UA , let 

t(x) : = (2rJ-1, t(x) *: = (2r yl . (23) 

In n, we proved that, for fixed x in U A' the F -potential 
has t plane singularities at t(x) and t(x)* regardless of 
the choice of gauge. 7 These are branch points of index 
-~ when p >0; when p- 0, the points merge to form a 
simple pole. Also, we proved that the gauge can be 
chosen so that, if z 2 + p2 *- 0, 

(24) 

is holomorphic at 1= 00, and such that the only other 
Singularities (if they occur at all) are at two conjugate 
fixed branch points l(xa) and t(xa)* of index -~. In this 
gauge, the set 

Ax: = {t E C : (x, t) E A} 

is C minus {t(x), t(x)*}, possibly minus {t(Xa), t(Xa)*}, 
and minus 0, 1, or 2 branch cuts which do not pass 
through t = ° or t = 00. For fixed x, F is a holomorphic 
function of t at all points of Ax' For fixed t, F is a 
holomorphic function of x at all points of 

At : = {x E U A: (x, t) E A}. 

We shall now examine the entire question of the gauge 
for SAY's in Va' It is our intention, for this case, to 
establish a stronger result than the one in II; viz., we 
are going to show that the gauge can be selected so that 
the only singularities are t hose given by Eq. (23). In 
this gauge, A. is C minus the points t(x) and t(x)* and 
minus a cut (line) K. which joins t(x) to t(x)*. 

The first step is to remove the vagueness concerning 
the domain of the F-potential of any given SAY in Va' 
This does not mean that we are going to lay down rules 
for constructing all possible F-potential domains of the 
given SAY. However, we shall introduce a class of ad­
missible F-potential domains which can be used in 
practice and which will serve all present purposes. (In 
Sec. 5, we shall consider other F-potential domains.) 
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B. Some F-potential domains 

We start with a simple example of an admissible do­
main. Then we shall generalize this example in two 
successive stages. 

Consider any SAY in Va' and recall that there exists 
at least one point (zo, 0) of the axis which is contained 
in the domain U of the H-potential. Select the arbitrary 
constant in z so that Zo = 0. Then there exists at least 
one r A = a positive real number or 00 such that the set 
U A of all (z, p) for which 

z = r cose, p = r sine, 

(25) 

is a subset of U. For any point x in U A corresponding 
to given (r, e), let 

l(x) : = {( r cose " r sine ') : e ~ e' ~ 11}, (26) 

K.: = {tE C: x t E l(x)} , (27) 

A.:=C-Kx, (28) 

where xt denotes that point in R~ which is defined by 

(29) 

Note that l(x) is an arc in UA which joins (-r,O) to x, 
whereas K x is an arc in C which joins t(x) to t(x)*. In 
the special case when z<O and p=O, K. is a singlet; 
when z >0 and p=O, K. is a singlet; when z >0 and p=O, 
K. is a closed contour about the origin; when z=p=O, 
Kx={oo}. One admissible F-potential domain A is given 
by 

A=={(x,t):XEUA,tEA,,}. (30) 

To gain some further perception of A, consider any 
given point t in C, and let 

Kt:={xEUA:r=rt'O~e~et}, (31) 

At:=Ueo-Kt , (32) 

where r t and Bt are defined by 

If x, is not in Ute., then K, is empty by definition. Other­
wise, Kt is an arc in Ute. which joins x t to a boundary 
point of U A; this arc degenerates to a point when et = ° 
or rt=O (real positive tor t=oo). Note that At is a 
simply connected subregion of U A except when t is real 
and negative within bounds such that -r A < Zt < 0; in the 
exceptional case,17 At consists of two disjoint simply 
connected components separated by K t • It is easily 
seen that A is a simply connected subregion of U xC. 

We next slightly generalize the above choice of A. 

Suppose that the set of (z, p) given by Eqs. (25) is con­
tained in U with the possible exception of a closed sub­
set of the positive z axis. (Of course, the use of the 
term positive as opposed to negatiV'e is arbitrary; the 
roles of the positive and negative z axes may be inter­
changed if obvious suitable alterations are made in our 
definitions of l(x), K., and K t.) Then, we simply de­
fine U eo as the set of all x which are given by Eqs. (25) 
and which are also members of U. The definitions (26) 
to (32) and the remarks which accompany these defi­
nitions remain in force; the only changes are those 
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induced by the fact that (z., 0) need no longer be a mem­
ber of U" when z. 0. 

In the special case of a member of V 0 for which the 
arbitrary constant in z. can be chosen so that U includes 
all of R: except perhaps for points on the positive 1, 

axis, we may choose y" = ex) in Eqs. (25), whereupon 
U" = U. Except for this special case, U" as defined 
above has a semicircular boundary in R:. This severe 
restriction on the shape of U" will now be dropped by 
replacing Eqs. (25) with the more general forms 

z.=Z(~,r)), p=P(~,I)), (33) 

where Z and P are any C~ (i. e .• have C ~ extensions to 
regions in R2) functions of real parameters ~,r) over the 
domain 

O~r", O'T)'I, 

such that 

z(~,O)=-C 

z(~, 1)0, 

Z(O,r))=P(O,T))=O 

such that 

P(~,O)=O for all C 

P(~,1)=O for ~O, 

for allT) , 

! (c.z ap OZ (iP) ~ (!~ aT) - a~ c~ ;to and is Cocfor all ~,T), 

(34) 

(35) 

(36) 

such that the values of (z, p) given by Eqs. (33) and (34) 
are members of U whenever T)- 1, and such that those 
values which correspond to T) = 1 constitute a half-open 
interval of the axis which has (0,0) as a left-hand end 
point. As an example, Eqs. (25) are expressible in the 
form 

? .~ - ~ COS1Tr) , P = ~ sin1TT) . 

We now let U" denote the set of all values of (z, p) 
given by Eqs. (33) and (311) such that (z, p) is a member 
of U. Note that U" is a simply-connected region in R: 
and that its boundary contains an open interval of the 
axis consisting of all (z., 0) such that 

(37) 

where Y" . ° (and may be GO) and (f", 0) is not itself a 
member of U ". Of course, there may be other open 
intervals of the axis which are contained in U" but which 
have? Y". For any point x in U" corresponding to 
given (~, I)), we let 

(38) 

which is clearly an arc in U" which joins the point 
(-~, 0) to the point x. The definitions (27), (28), and 
(30) of [{x, ~x' and ~ remain in force, as do the re­
marks between Eqs. (29) and (30). For any given point 
t in C, we let 

[{t:=;x~U,,:?=Z(~t'r)), p=P(~pT)),r)t 'I)' Il, 

where (~t' I)t) is a value of (~.I)) such that 

Zt=Z(~p))t), Pt=P(~pl)t)· 

(39) 

x t ~~ (zp Pt) and ~t are defined as before by Eqs. (29) and 
(32), and the statements which follow these equations 
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also remain in force (except that tI t ~,O is replaced by 
I)t 1. and rtO is replaced by ~t=O); in particular, 
~ is a simply connected subregion of U xC. 

:Do will liei/ol" Iile sci of 11/1 F-/)()Iclllilli dOI//(/ills ({S 

lie/iller! ({/JOI'i'. If x is any given point in U, then it is 
clear that there exists at least one choice of the origin 
(0,0) and of the functions Z and Pin Eqs. (33) such that 
the corresponding U" covers x. This feature makes:D" 
adequate for all applications. 

C. The F-potential on the axis 

The next step is to pin down F uniquely for given H 

and given ~, :n". To do this, we shall take advantage 
of the fact that the explicit form of the general solution 
for F along the axis (p. 0) can be obtained; we shall 
pin down F uniquely by selecting a specific solution for 
F(?, 0, t) over a domain lsee Eqs. (19) and (29)1 

A: ,=I(z,t):1 C, -)'" z. 0) 

(40) 

From Eqs. (18) to (20), we may show that Eq. (16) is 
equivalent to the pair of partial differential equations 

Fz(l) ~ IA(ln (1- 21 ?')Hz + 21PH pj II. F(I), 

Fp(t)~ IA(I("[(l- 21z.)Hp - 21pH z l IIF(I). 

With the aid of Eqs. (14) and (15), the second of the 
above equations implies 

Fp(z. 0, t) ,0 for all (z, 0, t) in Do, 

( 41) 

(42) 

and the first of Eqs. (41) can be integrated along the 
axis. The reader can easily verify that one solution for 
F(z, 0, t) which has the domain d, which is (for fixed ?) 

holomorphic in a neighborhood of 1=0, and which satis­
fies all of the Eqs. (17) is given by 

[ ° i J F(z,O,t)= _-_i_ !...~(z,<D. 
1-21z 1-21z 

(43) 

The above expression is also valid for at least some 
(z, t) such that z 0, but we do not have to know its 
maximal domain and need not further concern ourselves 
with extensions of Eqs. (43) to positive z until Theorem 
5 in Sec. 5. To gain some perception of the domain B, 
consider any given point t in C, and let 

(44) 

If I is not real or if I is real such that I ° or '2.[)'" -1, 
thenfJtistheconnectedinterval-r" ?, 0. If/~.r, 

then At is the connected interval -r" ?: 0. However, 
if I is real and -I',,'?'t <0, then 8 t consists of two dis­
joint connected intervals separated by the point Zt; the 
connection between the values of F on the two sides of 
? t is provided by analytic continuation of the F -potential 
expressed as a function of I in Do x for any given x = (z, 0) 

such that-I',,'? 0. 

D. Holomorphy of F 

We are now ready to state the key result of this sec­
tion. 
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Theorem 2: Consider any given H-potential H for a 
member of Vo and any given ~ in Do' There exists ex­
actly one solution F of Eqs. (16) and (17) such that the 
domain of F is ~ and such that the values of F over the 
set 0 [Eq. (40)] are given by Eq. (43). This solution is 
a holomorphic function of (z, p, t) at all points of ~, and, 
for fixed (z,p)*(O,O), 

F(t)(~ :} (45) 

is holomorphic at t = 00 and has an inverse there. Fur­
thermore, for given x=(z,p) in UA such that p>O, t(x) 
and t(x)* are branch points of index -l, and the section 
~. of the domain is the complex plane minus these 
branch points and minus the cut K. which joins them. IS 

The objects t(x), K., and ~. in the above theorem 
were defined by Eqs. (23), (27), (28), and (38). The 
last sentence in the theorem is a repetition of material 
covered in II and of the definition of ~.. We shall now 
sketch the proof of those parts of the theorem which 
precede the last sentence, but we shall omit various 
details which can be obtained from II. 7 The proof will 
be given in five steps. 

(1) First, we consider any given value of t such that 
it is not true that t is real and -r A < Zt < 0. Then, ~t is 
simply connected. [See Eqs. (29) to (32).] 

Let cr(t) denote that function I9 whose domain is ~t x ~t 
and which satisfies, for all x and y in ~I' 

dcr(x, y, t) = r(x, I) QJ(x, y, t), 

;'(Y. y, t)=I. ( 46) 

where r(x, t) is defined by Eq. (18). From theorems 
proved 7 in an Appendix of II, J (t) exists, is unique, is 
holomorphic over its domain ~t x ~t (meaning that it 
has a holomorphic extension to a region in C 4

), and 

J(x. y, t)J(y, w, t) =J (x, w, t) 

for all x, y, w in ~t. 

Also, with the aid of Eqs. (46), we prove that 

J (x, y, 0) =1, 5 (x, y, 0) = [H(x) - H(y)] Q, 

detJ (x, y, t) = A(x, tf1A(Y, t), 

J (x, y, t)t{Q - m[H(x) + H(x)t] Q} J (x, y, t) 

= Q - m[H(y) + H(y)t] Q, 

( 47) 

(48) 

where A(X, t) is defined by Eq. (20). [To prove the 
above relations, note that Eqs. (59) to (61) of II remain 
valid if J (x, y, t) replaces F(x, t) and HQ replaces H in 
these equations. 7 From Eqs. (59)-(61) of II and from 
the second of Eqs. (46), we can readily obtain Eqs. 
(48).] 

Next, let 

G(x, t): = J (x, xl' I)F(x p t), 

(49) 

where qt is defined by Eqs. (40) and (44), and F(xl' t) is 
given by Eq. (43). From Eqs. (46) and (49) 

dG(x, t) = r(x, t)QG(x, t) , (50) 
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G(Xl' t) = F(xl' t) . (51) 

By integrating Eq. (46) along the axis in a manner simi­
lar to that used to derive Eq. (43), we obtain 

J (:lS, xl' t) = F(~, t)F(x p t)-I 

if x2 = (Z2' 0) and Z2 (-: qt. Therefore, from Eqs. (47), 
(49), and (51) 

G(x, t) = J (x,~, t)J(x2 , X I' t)F(x p t) 

= J (x, x 2 ' t)F(x 2 , t), 

which shows that G(x, t) as defined by Eq. (49) is in­
dependent of Z I' 

Next, from Eqs. (48) and (49), and the fact that 
F(x lO t) [as given by Eq. (43)] satisfies all of the Eqs. 
(17), we can show that G(x, t) satisfies all of the Eqs. 
(17). In view of this result and Eqs. (50) and (51), we 
see that 

F(x, t) = G(x, t) . 

The uniqueness of this solution is easily proven. 

In summary, for the l'alues of t considered so far, 
we hGl'e established the existence of a unique solution 
F(t) of Eqs. (16), (17), and (43) which is holomorphic 
oller the domain ~t' 

(2) We next consider the values of t which we excluded 
in the firs t phase of the proof; i. e., we suppose tha t t 

is real and -r A < Zt <: 0. Then ~t is a union of two dis­
joint Simply-connected regions ~il) and ~i2) separated 
by the line Kp and St is the union of two connected in­
tervals oil) and 0;2) separated by the point Zt. We let 
JU)(t) and J(2)(t) be defined in exactly the same way 
that the domain of n=(t) was defined above by Eqs. (46) 
except that the domain of J' (i ) (t) (i = 1,2) is ~r) x ~ii), 
and we let 

p(i)(x, t): =;J (i)(x, xl' t)F(xl' t) , 

(XI=(Zl'O), zlc:Oi il ) 

for all x in ~ii). Then the same method of proof which 
was used for the expression (49) can be used here to 
prove that F(°(t) satisfies Eqs. (16), (17), and (43) and 
is holomorphic over its domain ~ii). 

Next, let F(t) be that function whose domain is ~t and 
which has the values 

F(x, t)=F(i)(x, t) 

whenever x is in ~ij). Then, F(t) satisfies Eqs. (16), 
(17), and (43) and is holomorphic Ol'er ~t. As before, 
uniqueness is easily proven. 

(3) Next we consider any given point x in U A' and we 
study the F -potential as a function of lover the domian 
~ .. 

Any point t of ~x is not a member of Kx' Therefore, 
corresponding to each point t in ~., the point x t does 
not lie on the path l(x) which was defined by Eq. (38). 
Therefore, we may obtain the values F(x, t) for all t in 
~x by integrating the ordinary differential equation 
corresponding to Eq. (16) along the path l(x) from its 
initial point (-~, 0) to its final point 

x=(Z,p)=(Z(~,1J),P(~,1J)). 
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This differential equation is 

of(z',p',t)_ 1( lor: 1 or~) " 
(1)' - -"2 r: - 7 ih)' + r: _ 7 ih)' S1F(z ,p , t), 

where it is to be understood that 

z' : = Z(~, 7)'), p': =PU, 7)'), 

r~ : = z' ± ip', ° "" 7)' '" 7) , 

and where the initial value F(-~, 0, t) is given by Eq. 
(43). 

Now, the factor of F(z', p', t) on the right-hand side 
of the above differential equation is (for fixed ~ and 7) 
and for all 7)' such that 0""7)' ""7)) a holomorphic func­
tion of t over the domain~.. Therefore, by a standard 
theorem, F(x, t) is, for fixed x, a holomorphic function 
of t over the domain ~ .. 

(4) In the first three steps of the proof we have shown 
that our F -potential is, for fixed t, a holomorphic 
function of x over the domain ~t; for fixed x, the F-po­
tential is a holomorphic function of t over the domain 
~.. lt follows from a theorem of Hartogs,20 that F is a 
holomorphic function of (z, p, t) over the domian ~. 

(5) Finally, we consider the expression (45) for fixed 
x * (0, 0). Since t = 00 is a member of ~. when x* (0, 0), 
the expression (45) is holomorphic at t = 00. Moreover, 
the determinant of (45) is, from Eqs. (17) and (20), 

-tA(tfl = -H(z _ 7)2 + p2]"1 /2, 

where 7= (2tfl. Therefore, (45) has an inverse at 
t= 00. 

That completes our sketch of the proof of Theorem 2. 
We let So denote the set of all potentials F for members 
of Vo such that the domain ~ of F is in:Do and such that 
the values of F(z, 0, t) over the domain 9 defined by Eq. 
(40) are gil'en by Eq. (43). In Sec. 5, we shall have 
occassion to consider other F -potentials for members 
of Vo' but all of them will be holomorphic continuations 
of members of So; i. e., each of these F -potentials has 
a restriction to a domain which is in :Do such that Eq. 
(43) holds for all (z, t) in fJ. 

E. Translations of z and 7 

There remains one topic concerning the F -potential 
which we want to pursue here. In the treatment given 
above we selected the arbitrary constant in z so that 
zo=O, where (zo,O) was a given point on the axis which 
was a member of U and which remained fixed through­
out our discussion. This choice of the arbitrary con­
stant in z helped to simplify our presentation. How­
ever, it is sometimes desirable to choose the arbitrary 
constant in z so that z = p = ° for some other point on 
the axis, which may not even be a member of U. 
Therefore, we shall now supply the transformation of 
the F -potential corresponding to the transformation 

z - z' = z + c, 7 - 7' = 7 + c , (52) 

where c is any real constant, and this will enable the 
reader to extend all preceding results and later results 
involving F -potentials of members of Vo to any value of 
Zo which he prefers. The transformed F -potential is 
given by 
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F '(' ') ( ) [1 + 2ct OJ z,p,f =Fz,p,t ° l' (53) 

The parameter t must be transformed simultaneously 
with the coordinate z as in Eq. (52) to leave 

(2tfl,\(t)= [(z - 7)2 + p2P/2 

invariant in value under the substitutions z - z', t - t'. 
lt is easily verified that F' (z', p, t ') satisfies all of the 
Eqs. (16), (17), and (43) over the transformed domain 
~' with (z, p, t) replaced by (z', p, t') in these equations. 
Note that the transformation (52) leaves the origin of 
the ( pl;1l1 ~ inva riant. 

4. THE REPRESENTATION OF K 

We employ a family of representations KL of the 
Geroch group, one for each smooth contour L surround­
ing the origin in the complex plane and symmetric with 
respect to the real axis. K L is the set of all holomor­
phic 2 x 2 complex matrix functions u such that the do­
main of u is a subregion of C, such that, for all t in this 
domain,21 

U(t)tEn(t)=E, detu(t) = 1, 

u(t)t: =h. c. of u(t*) , 

and such that L is contained in the domain of u, and 

(54) 

[t~l ~J u(t) [~ ~J is holomorphic at t = 00. (55) 

The subgroup Ko of K which was mentioned in Sec. 1 and 
which transforms Minkowski space into the static Weyl 
space-times in Vo is represented by the set K LO of all 
diagonal members of K L • The subgroup Kl which con­
tains the elements used by Hoenselaers, Kinnersley, 
and Xanthopoulos 11 to transform asymptotically-flat 
static Weyl space-times into asymptotically-flat mem­
bers of Vo is represented by the set K L 1 of all matrices 
of the form 

u( 1)(1) = G tQ~t)J ' 

where Q(t) is holomorphic on L and at t = 00; (only cer­
tain choices of Q (t) yield asymptotically-flat results). 

Any restriction on the gauge of the F -potentials re­
sults in a corresponding restriction on K L' For ex­
ample, Eq. (55) was derived from the gauge condition 
(24), which we always use. To derive the effect of any 
gauge restriction on K L' we shall use the homogeneous 
Hilbert problem 7 ,22 (HHP) which was discussed in II 
and which furnishes our representation of a K-C trans­
formation. Corresponding to each given F -potential 
F(O', each contour L such that F(O' has no fixed (inde­
pendent of x) t plane singularities in the region L + which 
is inside L, and each member u of K L' a transform a -
tion 

F(O'_F 

(always restricted to points x such that t(x), t(x)*, 
and the cut whi ch joins them fall in the region L_ 
which is outside L) 

is determined from that solution (F, xJ of the HHP, 
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(56) 

for which23 F(t) is holomorphic at all points of L + L., 
X_(t) is holomorphic at all points of L + L including 
t= 00, and 

F(O)::: i~ . 

In IT, Eq. (56) was given for all t on L; here, Eq. (56) 
will represent a holomorphic continuation of that equa­
tion into the entire complex plane minus those points of 
L+ at which u(t) has singularities or branch cuts. In II, 
we proved that if 

(1) a solution of Eq. (56) subject to the stated condi­
tions exists, 

(2) dF has the same domain of holomorphy in the t 
plane as F itself, then the solution is unique, and 
F is the F-potential of a member of V. We shall 
deal with questions of existence in Sec. 5; until 
then we shall assume that the above two existence 
conditions are satisfied. 

With the aid of the above HHP, it is clear that, if 
F(O)(t) satisfies the conditions given by Eq. (24), then 
F(t) satisfies the same condition if and only if Eq. (55) 
holds. To help us discuss the effect of a much stronger 
gauge restriction on K L' let 

VI = set of all members of V for which F can be cho­
sen so that its only t plane Singularities are the 
ones at lex) and t(x) *. 

In Sec. 3, we proved that Vo is a subset of VI' It may 
be that VI is identical with V, but we have not been able 
to prove that as yet, and we would welcome a proof or 
a counterexample. In any case, it is clear from Eq. 
(56) that the following theorem holds. 

Theorem 3: Let SI denote the set of all F-potentials 
of members of VI such that the only t plane Singulari­
ties of each member of g I are the ones at t(x) and t(x)* 

(so that each x section of the domain of F is the complex 
plane minus the points t(x) and t(x)* and minus a cut 
which joins these points). If F(O) is a member of S" 
then F is a member of S I if and only if 

[t~1 ~J U(t)[~ ~J (57) 

is hoiomorphic on L + L including t = 00. 

We shall let 

XL:::: the set of all u in KL such that the expression 
(57) is holomorphic throughout L + L_. 

We shall be using the gauge S I for all members of Vo in 
this paper. Therefore, since we shall be primarily 
(though not exclusively) concerned with transformations 
of Vo into VO ' we shall be using the subgroup XL of K L 

in almost all of our work. Note that Soc ~h. 
At this point it is wise to give a precise understand­

ing of the domain of the function F which is obtained 
from the solution of the HHP given by (56). Let 

A(O): :::domF(O) , 

U~O) ; ::: set of all x in R: such that (x, t) E A (0) for at 
least one tEe, (58) 

AL : = set of all x in u~) such that F(O)(x, t) is holo­
morphic at all t in L + L. and such that our 
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HHP has a solution [which satisfies the auxili­
ary conditions as well as Eq. (56)], (59) 

A: = {(x, t): x E AL , 

tE (L +LJ U (L_n AiO) n domu)}. (60) 

It is clear that A is the domain of F. In the important 
special case when U E XL' this domain A is simply the 
set of all (x, t) in A (0) such that x E A L • 

The HHP of Eq. (56) has many useful eqUivalent for­
mulations. Perhaps the most obvious of these is the 
integral equation 

_1_ f ds F(s)u(s)[F(O)(s)]-I =0 
27Ti L s(s - t) , 

(tEL.,XEAL ) 

subject to the conditions that F(t) be holomorphic in 
L + L. and satisfy 

F(O)=i~. 

(61) 

Equation (61) is an alternative form of the integral 
equation which was introduced and discussedB in 1. 
Equation (61) taken together with the auxiliary condi­
tions satisfied by F is easily shown to be equivalent to 
the Fredholm equation of the second kind 

F(t)- -2
1

. f dsF(s)K(s,t)=F(O)(t) 
7Tl L 

(tE L, XE AL ), 

where 

K(s, t): = s(s ~ t) [M(s, t) - u(s)M(s, t)u(trI] , 

M(s, t): = F(O)(srlF(O)(t) , 

(62) 

(63) 

and where F(t) is subject to the condition that it be holo­
morphic on L. [Continuity on L is sufficient, since the 
existence of a holomorphic continuation on L is then im­
plied by Eqs. (62) and (63).] 

To aid our use of the Fredholm equation we shall now 
introduce a few conventional formal devices. Consider 
the set C(L, 1,2) of all 1 x2 matrices 1/1(/) which are con­
tinuous functions of 1 on L, and define 

111/1 11 : =max{/1/11(t)/,/1/12(t)/}. 
tfL 

The set C(L, 1,2) taken together with the above defini­
tion of a norm for its members is a Banach space. For 
any continuous 2 x 2 matrix function A whose domain is 
Lx L, we define lj;' A as that function whose domain is 
L and which has the values 

(l/1'A)(t):=-2
1

. !dSI/1(s)A(s,t). 
7Tl L 

Thus, A plays the role of a linear operator (a com­
pletely continuous one) on the Banach space. Its norm 
II A II is defined as the least upper bound of the set 

{II lj;1I- I IiI/!'A II: I/1EC(L, 1, 2), lj;*0}. 

In terms of these notations, Eq. (62) is expressible in 
the form 

F(x) . [I - K(x)] = F(O)(x) , (64) 

where we have, with future applications in mind, chosen 
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to make the dependence on x explicit. F(O)(x) denotes 
that function whose domain is A~O) and whose values are 
F(O)(x, I). Each row of F(O)(x) is a member of C(L, 1,2) 
with its own norm. 

5. THE GEROCH CONJECTURE 

We shall now use the Fredholm equation to prove the 
second of the two existence conditions which were men­
tioned earlier in Sec. 4 and which were assumed7 with­
out proof in II. In fact, the following theorem goes 
beyond that existence condition and asserts that the so­
lution F which is obtained from our HHP or from any of 
the equivalent integral equations is a holomorphic func­
tion of (z, p) as well as of l. 

Theorem 4: Let U~O), AL , and A be defined by E qs. 
(58)-(60). 

(a) Suppose x ~ U~O) such that F(O)(x) is holomorphic at 
all tin L+ L. Then a solution Of Eq. (62) exists, (i.e., 
x ~ AL ) if and only if I - K(x) has an inverse as a linear 
operator on the Banach space C(L, 1, 2). 

(b) AL and A are open subsets of R~ and of R~ xC, re­
spath'ely. 

(c) F is holomorphic at all (x, t) in A. 

We shall give the proof of the above theorem in three 
parts. The first part proves statement (a) of the 
theorem. 

(1) Let x~ U<:) such that F(O)(x) is holomorphic in 
L + L +' If [1 - K(x) r l exists, the solution 

F(x) = F(O)(x)' [I - K(x) )'1 

exists and is unique, virtually by definition of the in­
verse. 

Conversely, suppose a solution F(x) exists. Then it 
is unique, since the solution (for given x) of our HHP is 
unique if it exists. For suppose, for given x, that 
(F,X.) and (F',X:) are both solutions of Eq. (56). Then 
(suppressing x) 

F'rl =X:X:I. 

Therefore F' F' l is an entire func tion of t and is holo­
morphic at t = 00. Therefore, F'F'I is t-independent. 
However, F(O)=F'(O)=iE. So, F' =F for all t. 

Moreover, if F(x) exists, [I _K(X))'1 exists since, 
otherwise, the solution would not be unique, and we 
would have a contradiction. To see this, note that the 
nonexistence of the inverse implies the existence of a 
nonzero member </J(x) of C(L, 1, 2) such that 

</J(x)' [1 -K(x)] = 0, 

whereupon 

F(x) + (!J!(X)] 
</J(x) 

would also be a solution of Eq. (64). 
We next prove statement (b) of the theorem. 
(2) Let Xl be any member of A L • From the preceding 

part of the proof, 1 -K(xJ has an inverse. Since I and 
K(x I) are bounded linear operators and, since I *K(xl), 

co " 6: = II (J - K(X1lr l II 'I >0 . (65) 

There then exists a neighborhood N(x l ) C U~O) of the 
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point XI such that, for all x in S(xl), F(O)(x) is holo­
morphic at all I in L + L+, and 

IIK(x)-K(x l ) II 6. (66) 

[To see this, recall that, by choice of L, all fixed sin­
gularities and cuts of F(O)(x) are in L.; by definition of 
AL , l(x l ), t(x l )*, and the cut which joins them are also 
in L. Since the cut which joins lex) to t(x)* is alwa\'s 
chosen24 so that it I'aries smoothly with x and since K(x) 
is a continuous function of x in the strong convergence 
sense, the existence of N(x l ) follows.] 

Now. for all x in N(x l ), 

1 - K(x) = [1 -K(x l ))' {I - [I -K(xl)rl . [K(x) -K(x l )]}. 

(67) 

Since 

(68) 

it follows that 1 - K(x) has an inverse for all xc N(xl ). 

So, N(x l )' AL for any choice of XI (- A L . 

Therefore, AL is an open subset of R:. 
That A is an open subset of R: x C follows from the 

facts that AL is an open subset of R:, and 

(L l.! LJ U (L.I I AiO) n dom 1/) 

is an open subset of C. We leave details to the reader. 
(3) To prove the holomorphy of F, we first replace 

F(O) by its holomorphic extension [F(O)] to a region 
[A(O)] in CXCxC. All preceding arguments remain 
valid [though t(x)* now means the complex conjugate 
of t(x*)] for complex Xl and x. Equations (64)-(68) 
still hold; so, for xc N(x l ), 

F(x) = F(O)(x). [1 + T(x) + T(X)2 + ... ). [I -K(x
i 
)]"1, 

where 

T(x): = [I -K(XI))'I. [K(x) -K(x l )), 

rex)" : = T(X)"'I . T(x). 

For fixed t (- L, each term in the above Neumann series 
expansion is a holomorphic function of x at all points of 
A L . However, the series converges uniformly with re­
spect to x (~ .V(xl ). Therefore, F(x, t) is, for fixed t ( L, 

a holomorphic function of x at all points of N(x l ). Since 
XI is an arbitrary point in AL , we obtain the following 
statement. 

(A) If 1(, L, F(x, t) is a holomorphic function of x at all 
points of AL • 

To extend the above statement to other values of t, we 
note that Eq. (56) implies, for all x- AL , 

F(t) = -2
1

. f ds F(St) (I c: LJ, 
1ft L s-

- -I i F(s)u(s)F(O)(s)'IF(O)(I)u(t)'1 
·l'(t)=-2· ds (t) 

1fl L s S -

(1'- L,). 

Therefore, the preceding conclusion (A) can be gener­
alized as follows: 

(B) If t (CC C, then F(t) is a holomorphic function of x at 
aU points of AI: = {xc=c AL : (x, t) (C A}, a set which is 
identical to AL for t (-': L + L +' but a nonempty proper 
subset of AL for t (=. L. n dom u. 
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We next consider fixed x E AL • By definition of our 
HHP F(x) is holomorphic at all t in L + L,. Also, from 
Eq. (56), 

F(t) = X_(t)F(O)(t}u(t)"' . 

Therefore, F(x) is also holomorphic at all t in 

L_nA~O)ndomu. 

In other words, we have the following conclusion: 
(C) If x E AL , F(x, t) is a holomorphic function of t at 

all points of A.: = {t E C : (x, t) E A}. 

From (B) and (e), we conclude thatFis holomorphic. 20 

That completes our proof. 
The above theorem leaves two questions unanswered. 

First, is A connected? (If A is not connected, it may 
still be possible to deform L outward without crossing 
any singularities of u in such a way that the new A is 
connected.) We have not yet found a way of handling 
this question. 

Second, and more crucial, does F exist? In other 
words, is AL not empty? We do not have an answer to 
this question for arbitrary F(O) and u. However, we do 
have an answer for the case which "really counts. " 

Theorem 5: Suppose F(O) E So or is a holomorphic 
continuation of a member of So, and u E XL' 

(a) There exists an open interval IL of the axis such 
that 

(O,O)EILCAL · 

(b) For all (z, 0) on IL , 8(z, 0) is given by Eq. (1), and 
F(z, 0, t) is given by Eq. (43). 

(c) F is a holomorphic continuation of at least one 
member of So; in particular, therefore, F is an F-po­
tential for a member of Vo. 

The proof will be given in three parts. In the proof, 
we use the notations A (0), U~O), AL , and A, which are 
defined by Eqs. (58) to (60). 

(1) We recall that, if t* 00, then (0,0, t)E A(O). Since 
L + L + is a bounded set, (0,0, t) E A (0) for every t in 
L + L,; moreover, there must exist an open subset 

N(O, 0) C U~O) 

such that (0,0) E N(O, 0), and 

N(O,O)x(L+L,}CA(O) . 

Note that the set of all (z,O) in N(O, 0) is a union of 
one or more disjoint open intervals of the axis. Let I L 

be that one of the open intervals which covers (0,0). 
Then (z, 0, t) E A(O) for every (z, 0) ElL and t E (L + L,); 
so F(O)(z, 0, t) is, if (z, 0) E IL , a holomorphic function 
of t throughout L + L " 

At this point we request the reader to review Sec. 3C. 
It can be seen that, if t E (L + L), then F(O)(z, 0, t) is 
given by Eq. (43), with the 8-potential on the axis given 
by ,g(O)(z, 0). This result is obtained by integrating the 
first of Eqs. (41) along I L' with F(O)(O, 0, t) defined by 
Eq. (43). 

(2) The next step in our proof is to show that IL CAL' 
which will be done once we show that our HHP has a 
solution for every (z, 0) ElL' 

We shall consider the expression (43) as a possible 
solution of Eq. (61) (which is equivalent to the HHP for 
pOints (z, 0) ElL' Upon substituting from Eq. (43) into 
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Eq. (61) (for both F(O) and F) we find that the integral 
over s can be computed easily, with the result that the 
left-hand side of Eq. (61) has all of its matrix elements 
vanishing except for the (4,3) element, which equals 

(1- 2tzr' [i8(0)(z, O)u~(k) - k-1u;(k) 

- k8(z, O)8(O)(z, O)u~(k) - i8(z, O)u!(k)] , 

where k = (2zr'. So Eq. (43) supplies us with a solution 
of Eq. (61) if and only if the above expression vanishes, 
i. e., if and only if 8(z, 0) is given by Eq. (1) when (z, 0) 

ElL' So, I L C AL. 
(3) That the solution F is the F -potential of a member 

of Vo follows since 0= F44 (0) is holomorphic in a neigh­
borhood of a point (0,0) of the axis. That F is an ex­
tension of a mem ber of So can be seen by restricting F 
to a domain such as the one defined by Eqs. (25)-(30), 
with r A chosen sufficiently small. 

That completes our proof of Theorem 5. We are at 
last in a position to prove the Geroch conjecture in the 
form given by the first sentence of Theorem 1 in Sec. 1. 
Note that part (c) of Theorem 5 already contains the 
second sentence of Theorem 1 as a special case, 1. e. , 
any element of XL trant/orms Minkowski space (MS) 
into a member of Vo' It remains to prove the first 
sentence in Theorem 1, 1. e., any given member of Vo 
can be obtained from MS by the K-C transformation 
corresponding to at least one element Of XL' 

Proof of Geroch conjecture: Consider any given 
member of Vo' say 

with an 8-potential 0, whose domain is UK' By defini­
tion of Vo' U, contains at least one point (zo' 0) of the 
axis; we follow our usual practice of selecting the ar­
bitrary constant in z so that Zo = 0. Observe that there 
exists at least one 2 x 2 matrix function u(t) of a com­
plex variable t such that the domain of u is a neighbor­
hood of 00, and 

detu(t) = 1, U(t)tEU(t)=E, 

8,(T, O)[tuW) + iu!(t)] + r'u~(t) - iu~(t)=O, 

where T= (2tt'. An example would be25 

u(t) = [exp[ -o~ (t)] tQ (t). exp [~ (t) ] J ' 
exp [~(t) ] 

where 

exp[-2~(t)] + iQ(t)= 8,(T, 0). 

Select a maximal holomorphic continuation of a u(l) 
which satisfies Eqs. (69). Then it can be seen that 
there exists at least one contour L such that u E XL' 

(69) 

We next consider the K-C transformation correspond­
ing to the above choices of u and L and to 

F<O) = the F-potential for Minkowski space,>·1 
8(0) = 1 = the g -potential for Minkowski space. 

According to Theorem 5, a unique solution F of the 
HHP or of any of the equivalent integral equations exists 
and is an F -potential for a member S of Vo; moreover, 
F is an extension of at least one member of So, and 8 
and u are related by Eq. (1) with 8 (0) = 1. To prove the 
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Gcroch conjecture, i. e., Theorem 1, it is sUfficient to 
prove that S =Sg, and we shall now do this. 

Since 8(0) = 1 at all points of R:, Eqs. (1) and (69) im­
ply 

(70) 

for all (z, 0) in at least one open interval J of the axis 
such that (0,0) C J. From Eqs. (10) and (70), we prove 
that 

for all (z,O)C:=:J. Therefore, since Sand 0 g are holo­
morphic, 

0,( z, p) = ,C; (z, p) 

at all points (z,p) in at least one neighborhood of (0,0). 
Therpfore, 0 r and S have a common extension. So Sg 
is the sam p space-timp as S; the Geroch conjecture is 
pr01'cd. 

6. DISCUSSION AND PERSPECTIVES 

Since Sec. 1, we have considered only those 0-poten­
tials which are defined over a domain in which f>O, 
i. e., one of two Killing vectors characterizing the 
space-time is time like. It is true that many of our 
equations are valid as they stand for the other case, 
where f < 0. Examples of equations which are valid for 
both cases are the homogeneous Hilbert problem and in­
tegral equations in Eqs. (56)-(63). 

However, in general, the equations which we have 
given do not apply when both Killing ve ctors are space­
like, i.e., f<O. This presents no severe problem. To 
obtain the correct form of the negative f equations from 
the positive f equations, and vice versa, all we have to 
do is make the formal replacements 

z - z, p- ip, 

(I/2z - a/az, a/ap- -ia/ap, (71) 

whenever z, p, a/az and a/ap appear in any of the 
equations given in this paper. (In II,7 an additional sub­
stitution * - i*, where * is a two-dimensional duality 
operator, was required. ) 

The above rule (71) will furnish the correct forms of 
the equations, but it does not transform given solutions 
of these equations. To transform a solution for the F­
potential corresponding to positive f to a solution cor­
responding to negative f, we could use the substitution 

F+(z, p, t)- F.(z, p, t)=F.(z, ip, t), 

with like rules for h, S, H, etc. However, this rule 
also changes the spacetime signature. For example, 
we use a signature + + + - as in Eq. (4), and the above 
rule combined with (71) would switch us to + - -­
[since h(z, ip) has a signature - - if h(z, p) has a sig­
nature ++]. To preserve the signature, the correct 
substitution is 

F.(z, p, 1)= - [F+(z, ip, t)]*, (72) 

where * means "take the complex conjugate of 

1062 J. Math. Phys., Vol. 22, No.5, May 1981 

F+(z*, -ip*, t*)" (i. e., the * operation does not destroy 
the holomorphy of the function). The same rule applies 
to h, 0, H, etc. 

The above formal rules (71) and (72) do not, however, 
take care of all questions concerning the negative f po­
tentials. There remains the problem of the domain of 
these potentials. It would be useful for someone to 
give, for negative f, a precise description of the set of 
domains::D o which we defined in Sec. 3. 

In fact, whether f-O or f<O, it would be desirable to 
make a deep study of the domains of holomorphy of the 
F-potentials. In doing this, we feel that the "natural 
domains" of the F-potentials (and, also, of S and H) 
should be the domains of their holomorphic continua­
tions (or even of multiple values analytic continuations) 
involving complex z and p. At the present time, we 
are a long way from having anything but a casual working 
knO'vledge of F -potential domains in the extended sense 
of the term. In II, some attempts in the direction of a 
deeper understanding were made. 7 

There are at least three important problems whose 
handling would be facilitated by a better understanding 
of the domains and of the holomorphic continuations 
(and, we may add, of the singularities) of F-potentials. 
The first of these problems resolves around the fol­
lowing question: 

(1) Avc thcrc an\' mcmbers of V which are not in Va 

and which can bc geneva/cd from MS bv a u(t) which is 
not iIlX L ? 

To answer this question it is important to know (for 
example) whether the gauge of the F-potentials for such 
members of V can be restricted to S l' (See Theorem 3 
in Sec. 4 for the definition of S 1') In a few special 
cases, we have found that this can be done, but we have 
no generally applicable conclusion. Though the prob­
lem may appear not to be an exciting one to the reader, 
we cannot say that our understanding of the Geroch 
group is thorough as long as the problem of SA y' s 
which are not in Va remains unresolved. 

A second and more physically satisfying problem is 
furnished by the following question: 

(2) Corresponding to that F(O) which is the F-potential 
jor MS and to any gil'en u(i) in XL' precisely what are 
the velations helLeeen the analytical properties (especi­
ally the singularities in L J of u(t) and l'ariolls interest­
ing points in the space-time corvesponding to F or on 
the boundary of that space-lime (e. g., singularities and 
horizons)? 

A thorough analysis which would lead to some inte­
resting answers to the above question would be wel­
comed by all. 

Finally, there is a third problem which can best be 
described after a few introductory remarks. Consider 
the restrictions of all F -potentials for members of Vo 

to the gauge So' Thus, any solution for F which is ob­
tained as a result of a K-C transformation involving an 
F(O) in 80 and a u in XL is automatically to be restricted 
so that it becomes a member of So' (This can always 
be done according to Theorem 5.) Moreover, let any 
two members of go be regarded as equal if they are 
equal in at least one neighborhood of the point (0,0,0). 
Then, with these conventions understood, the familv of 
K-C transformations of go into 80 is a group. 
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However, that kind of formal construction of a group 
should not blind us to a potentially interesting problem. 
What about the "full" solution for F as opposed to its 
restriction to a member of go? 

(3) Are there domains of the 8-potentials of some 
full solutions of the HHP which are not connected, which 
cannot be made connected by analytic continuation in 
the real (z, p)-manifold, and whose various connected 
components correspond to different space-times in V? 

As yet, we have not been able to eliminate such pos­
sibilities except in special cases. 

In answering the above question and others, a great 
help may be offered by the fact that any u(t) can be 
factored into a product involving only a few factors 
of the form 

U(l)(t)=[1 ta(t)) or j(t):=( 0 -tJ. 
o 1 r l 0 

The elements u( I) constitute that subgroup K I of the 
Geroch group which was discussed in Sec. 1. The ele­
ment j(t) of XL induces the transformation 

E-E-1 , 

and the corresponding transformation of the F -potential 
is easily computed. 

As regards u(i), the authors have derived a regular 
nonmatrix Fredholm equation of the second kind which 
can be used to effect K-C transformations induced by 
u( I) for arbitrary F(O). The massive theoretical and 
practical knowledge concerning this kind of Fredholm 
equation makes it a powerful analytical tool, especially 
when it is used in conjunction with Eq. (I). 

Equation (1) also makes it a trivial matter to find a 
suitable26 u(t) which transforms any given member of 
Va into any other given member of Va' For example, 
we have used it to find a u(t) which transforms MS into 
Kerr2:; it can be used similarly to find a u(t) which 
transforms MS into any Tomimatsu-Sato solution, in­
cluding all knuwn generalizations of the T-S solutions. 
In a subsequent paper the derivation of the T -S solutions 
will be given as an illustrative example of the use of 
our Fredholm eqlJ:ltio:l. 
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A gravitational thin-sandwich conjecture was first proposed by Wheeler and coworkers during 
the period 1962-4. The present paper contains a proof of the nonglobal form of this gravitational 
thin-sandwich conjecture. The proof (a) applies for arbitrary choices of the spatial metric and its 
time derivative; and (b) demonstrates the existence on a spacelike three-surface of solutions which 
satisfy conditions of continuity known to be sufficient to obtain existence and uniqueness of 
solutions to Einstein's equations off the three-surface and existence and uniqueness of geodesics. 
Riquier's existence theorem plays an important role in the proof. The relationship of the present 
results to previous work is discussed. Some global questions associated with the thin-sandwich 
conjecture are clarified. Some aspects of the relationship of the thin-sandwich conjecture to the 
problem of the quantization of the gravitational field are noted. Both the vacuum case and the case 
of a nonviscous fluid are included. The discussion allows for an arbitrary equation of state 
p=p(p). 
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I. INTRODUCTORY REMARKS 

The main result contained in the present paper is a 
proof of the nonglobal form of the thin-sandwich conjecture 
of general relativity. The results presented here provide the 
first internally self-consistent proof which (a) applies for ar­
bitrary choices of the spatial metric and its time derivative 
and (b) demonstrates the existence on a spacelike three-sur­
face of solutions which satisfy conditions of continuity 
known to be sufficient to obtain existence and uniqueness of 
solutions to Einstein's field equations off the three-surface. 
Another feature of the present paper not found in previous 
discussions of the case of arbitrary spatial metric and its time 
derivative is the inclusion of an explicit discussion of 
continuity. 

The gravitational thin-sandwich problem is a special 
case of the gravitational initial value problem. 1 The present 
paper includes a discussion of the thin-sandwich problem in 
the case of a non viscous gravitating fluid with arbitrary 
equation of state 1 p = p( p) so as to allow for appliations of 
the discussion to objects such as supermassive stars2 and 
neutron stars3 in which general relativity is believed to playa 
major role. 

The least restrictive continuity requirements on the N i 

and N known to be sufficient to obtain existence and unique­
ness of solutions to Einstein's field equations off the space­
like three-surface, and existence and uniqueness of geode­
sics have been given by Hawking and Ellis.4 This existence 
and uniqueness theorem requires initial functions N, N i and, 
r i) on the three-surface of class C n, where it is necessary that 
one have n">2 and sufficient if n">4, and initial functions r i), a 
of class C P where it is necessary that one have p"> 1 and suffi­
cient if p"> 3. The interesting existence discussion of J. A. 
Wheeler4 proves existence of N i and N of class C 1 • The 
theorems of the present paper prove existence of functions 
N' and N which are analytic (i.e., expandable in power se­
ries) and also are of class C oc, since analyticity implies con­
tinuity of class CY . 

Komar's first paper' on the thin-sandwich equations 
constitutes some progress toward a proof. The simplest way 
to distinguish between the present results and Komar's dis­
cussion is to note that the goal of Komar's discussion is to 
demonstrate existence for arbitrary choices of N, N i, N 1.3 ; 

and N 2
.3 on a two-surface x 3 = const within the three-sur­

face. Here Komar's notation and coordinate labeling has 
been converted to the notation and coordinate labeling ofthe 
present paper; the quantities Nand N i are the lapse and shift 
functions which are defined in detail in Sec. III of this paper. 
By comparison, the goal of the present discussion is to dem­
onstrate existence and uniqueness for arbitrary choices of N 
and N,3 and N i, N 1.3 on a two-surface x] = const within the 
three-surface and arbitrary choices of N 2,3 on a line within 
the three-surface. Note that Nand N i are distinct geometri­
cal entities under coordinate transformations within the 
three-surface. N is a scalar and N' a vector. Also note that 
the present paper includes a discussion of the non vacuum 
case, whose significance is discussed at the end of Sec. IV and 
of Ref. 3. 

P. G. Bergmann has noted some of the difficulties in­
volved in proofs of the thin-sandwich conjecture.1i It is sug­
gested by the present author that these difficulties can best be 
thought of as presenting a problem in partial differential al­
gebraO and can be usefully attacked by the use of Riquier's 
existence theorem.6 The equations which must be consid­
ered in a proof of the gravitational thin-sandwich conjecture 
are both nonlinear and severely coupled. And it is in the 
analysis of such systems of equations that Riquier's existence 
theorem, by providing a detailed logical basis for one's alge­
braic manipulations, becomes well-nigh indispensable. 

II. THE QUANTIZATION OF THE GRAVITATIONAL 
FIELD 

Some authors have suggested that a proof of the thin­
sandwich conjecture may be of help in the problem of the 
quantization of the gravitational field. (See P. G. Bergmann, 
Ref. 6.) This problem may be addressed using adaptations of 
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the techniques ofTomonaga-Schwinger or ofFeynman. The 
equivalence of the theory which underlies these two tech­
niques has in the case of Lorentz-covariant quantum elec­
trodynamics been demonstrated by Dyson. 

It wiIl be useful to mention here two pertinent aspects of 
the problem of quantizing the electromagnetic field which 
clarify the problem of quantizing the gravitational field. 
First there is the role played by gauge invariance7

-
11 in quan­

tum electrodynamics both from the Schwinger7
,9 and the 

Feynman8 viewpoints. Second there is the role played by one 
or more initial-value equations as constraints9 on the field 
variables of electrodynamics. The similarity between the 
gravitational and electromagnetic fields stems from the fact 
that the gravitational field, like the electromagnetic field, 
exhibits gauge invariance and also satisfies one or more 
equations of constraint. 

In the present paper the general covariance in space 
time of Einstein's equations reveals itself as spatial covar­
iance of the gravitational initial-value equations, which im­
plies covariance of the initial-value equations under the in­
finitesimal spatial coordinate transformations Xi = Xi + 5 i 
where 5 i(X" ) is an infinitesimal vector field. This coordinate 
transformation generates the gauge transformation gij_gij 
+ 5il! + 5)li in thegij and corresponding transformations in 

the other spatial tensors appearing in the initial value equa-
tions. (Note that i,) = 1,2,3.) 

With these facts in mind, the results of Sec. IV of the 
present paper demonstrating that the 12 functions rij and 
r ij,O can be specified freely (i.e., chosen independently and 
arbitrarily) on a spacelike three-surface can be compared 
with the thin-sandwich theorem of electromagnetism which 
shows that the six functions Ai and A i •o can be specified free­
lyon a spacelike three-surface. (See J. A. Wheeler, Ref. 4, p. 
245, Eq. (36) to obtain the electromagnetic thin-sandwich 
theorem with Ai and A i.o arbitrary.) This comparison sug­
gests that in carrying out the quantization process it will be 
useful to think of the field variables rij as being analogous to 
the field variables Ai of electromagnetism. 

III. INITIAL VALUE EQUATIONS 

Einstein's gravitational field equations may be written 

( - g)1/2 [R I'V - !g'''R ] = 81TTIlV, (3.1a) 

TIl";v=O, (3.1b) 

where TI'" is the energy-momentum tensor density. Equa­
tions (3.1 b) are a consequence ofEqs. (3.1a). Equations (3.1) 
may be rewritten in the form 

Rij = 81T( - g) -1/2 [tij - ~ijt], 

[(_g)1/2(RO" -~80AR)-81Tto,,]xo~const =0, 

T- I'F = 0 h .. 1 2 3 0 3 ;.. ,were l,) = , ,; f..L,V = ,00', , 

(3.2a) 

(3.2b) 

(3.2c) 

and the signature of gjlv is - + + +. The four equations 
(3.2b), which are entirely devoid of the second time deriva­
tives of the gil'" are referred to as the initial value equations. 
They constitute a constraint on the permissible values of the 
gravitational field on a spacelike three-surface. These four 
equations may be written in the following form 12 which (a) 
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involves only spatial tensors, and (b) possesses general co­
variance with respect to coordinate transformations within 
the initial hypersurface XO = canst. 

y 1/2 [N -I(QU - r uQmm)]li = 81TN -1(y1I2Si), (3.3a) 

y I/2 [(QiY _ Q/Q/ _ (N?R] = 161T(N)2(yI/2TOo), (3.3b) 

where 

(3.4) 

and 

(3.5) 

Here rij is the spatial metric 13 and the rOjl are the compo­
nents ofthe energy-momentum tensor T VII' If one writesgpv 

for the metric of spacetime, then 

YU=gij' y!JYjk=8\, 

r U = g ij _ g iOg JO(gOO) - I, 

(3.6a) 

(3.6b) 

Ni =go,' N=(_gOO)-I12, ( _ g)1/2 = Ny1/2, 

(3.6c) 

where y denotes the determinant of the spatial metric Yij' 
Note that covariant differentiation in Eqs. (3.3) and (3.4) is 
with respect to r ij' Raising and lowering of indices is done 
using Yij' Also note that both sides of Eqs. (3.3) are spatial 
densities, and can easily be converted to spacetime tensor 
densities through multiplication with an appropriate power 
of N. In the present notation, the spatial Ricci tensor formed 
from the r U is denoted by R : and the spatial Ricci scalar by 
R. The spacetime Ricci tensor is defined by 

Rpv = (F~,),a - (r~a).v + r~vr~(3 - r~(3r~a' 
(3.7) 

where 

ra _ 1 a(3 [+ ] 
I 'V - ~ gll(3, V gv(3.Jl - glll'.(3 , (3.8) 

while the spatial Ricci tensor R'j is defined by 

Rjk = (Fjd.; - (FjJ.k + FjkF:' - FjmF/:;, (3.9) 
where 

r jk = ~y im(Y)m.k + YkmJ - Yjk.m)' (3.10) 

Throughout the present paper, spatial covariant differenti­
ation is denoted by a vertical bar while spacetime covariant 
differentiation is denoted by a semicolon. Equation (3.9) im­
plies the following familiar identity which wiIl be useful later 
on: 

(3.11) 

IV. THIN-SANDWICH CONJECTURE 

The formulation of the thin-sandwich conjecture 
proved in the present paper was first proposed4 ,14 during the 
years 1962-4. This conjecture states that given the spatial 
metric and its time rate of change arbitrarily on an initial­
value three-surface, there always exists a solution to the ini­
tial value Eqs. (3.3) and (3.4). In Sec. I it was noted that this 
form of the thin-sandwich conjecture has been discussed 
earlier by Wheeler4 and Komar. 5 In addition, it should be 
noted that modified formulations l5 of the thin-sandwich 
conjecture have been discussed by Komar and Bergmann, 
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and a greatly modified formulation has been discussed by 
Bruhat. 16 A detailed mathematical review of the work of 
Komar and Bergmann on modified forms of the thin-sand­
wich conjecture will be found in the present author's pre­
vious paper, 17 in which a new initial value integrability con­
dition was derived from the first three initial value equations 
(3.3a). The present paper builds on the groundwork laid in 
the earlier paper and proves some of the unproven expecta­
tions given in the earlier paper. In the present paper, all four 
initial value equations (3.3) will be treated, not just the first 
three equations as was done earlier. 17 

The energy-momentum tensor Tl"v will here be taken 
to have the form which corresponds to a non viscous fluid. 

(4.1a) 

where 

VI" if = -1, (4.1b) 

andp andp are scalars. Then the manner in whichp,p, II', 
and Yij evolve in time is determined from Eqs. (3.2c), (4.1), 
and (3.2a). For the equations of evolution of the velocity Vi 
and the density p, see Eqs. (32) and (33) or, alternatively, 
Eqs. (126) of Tauber and Weinberg, Ref. 13. Note, however, 
that Tauber and Weinberg take the magnitude of the velocity 
to have a different sign from that used in the present paper. 

One may now tum one's attention to the initial value 
equations (3.2b), written in the form (3.3), and (3.4). Use 
Eqs. (3.4) to eliminate the Qij from Eqs. (3.3). One obtains 18 

Highest 

Derivative 
2(r3)-IIN[A IJI

IJ 
- N -INIJ [N(A 11) - yAW iii - EAJ] + R AWJ - EAJIJ + 81TS A I = 0, 

2(r3
) -liN [3IJIIJ - N -INIJ [NOll) - rWili - E3J] + ii.JiNj - E 3JIJ + 81TS 31 = 0, 

(4.2a) 

(4.2b) 

(2N A
IA - yAByAB.O) -I [(N i

li - !yJYi).O)2 - (N(il)) - !Yij,o)(N(i IJ) - !y'ymY'm,O) - (R + 161TTOo)(N)2] 

=0, 

where use has been made of Eq. (3.11) and where the S i in 
Eq. (4.2) are given by Eqs. (3.5); and A = 1,2. Also note that 

N [nIJI==~(NnIJ - NJln), (4.3a) 

N(nIJ)==!(Nn IJ + NJ1n), (4.3b) 

(4.4) 

One may now proceed to prove the following two 
theorems. 

Thin-Sandwich Theorem Ia: For every set of arbitrarily 
given real analytic functions Yij' Yij,a,P,P and Vi there always 
exists a corresponding set of real analytic functions N j and N 
such that Eqs. (4.2), (3.5), and (4.1) are satisfied on the simply 
connected spacelike hypersurface X O = O. Existence is 
proved in a small but not infinitesimal open region of this 
hypersurface, and the given functions are functions of the 
spatial coordinates Xi. In addition, one requires Y#O and 
r3#0. 

Thin-Sandwich Theorem Ib: For every set of arbitrarily 
given real analytic functions Y ij' Y ij,O' TO I" there always exists 
a corresponding set of real analytic functions N i and N such 
that Eqs. (4.2) and (3.5) are satisfied on the simply connected 
spacelike hypersurface X O = O. Existence is proved in a small 
but not infinitesimal open region of this hypersurface, and 
the given functions are functions of the spatial coordinates 
Xi. In addition, one requires Y#O and r3#0. 

The proof proceeds as follows. First, assume that the yi 
satisfy the spatial coordinate condition, Y3A = 0 (A = 1,2), 
an assumption which it can be shown implies rA = O. 
(Note that this coordinate condition is to hold not just at a 
single point but throughout the region in which existence is 
to be proved.) This extremely helpful semigeodesic coordi­
nate condition will be removed later on in the proof. 

One can now apply Riquier's existence theorem6 to 
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(4.2c) 

prove that Eqs. (4.2) have a solution for arbitrary Yi) and 
Y i),O' The first step will be to justify the choice of the highest 
derivatives6 given in Eq. (4.2). As in the author's earlier pa­
per, one tries to think of Eqs. (4.2a) and (4.2b) as defining the 
N i

• One finds that the two Eqs. (4.2a) are then best thought 
of as defining the derivatives N A ,33 and that Eq. (4.2b) is 
then thought of as defining the derivative N 2,32' This is nec­
essary since the derivatives N 3,33 and N 3,3A are, as will be 
shown in Appendix B, absent from Eqs. (4.2a) and (4.2b) 
whenrA =0. 

It is now necessary to make a detailed examination of 
Eq. (4.2c) so as to determine the manner of occurrence of the 
derivative N 3.3 , To do this without having to write down an 
equation that would take up too much space, we refer back to 
Eq. (3.3b) from which Eq. (4.2c) was derived. Equation 
(3.3b) can be written 

(_ QAA)-I [Q\(Q II + Q22) + Q IIQ22 - Q 12Q\ 

- Q 13Q 3 1 - Q 23Q 32 - qR + 81TTOo)(N2)] 

=0, 

where 

Q') = ymQJm , 

(4.5) 

and Qjm is an abbreviation for the righthand side ofEq. (3.4). 
In Appendix B it is shown that in the coordinate system yA 3 

= 0, the only Q'~ which contains the derivative N 3,3 is Q 3 3 , 

By virtue ofthis fact, one can, by substituting Eq. (Bll) of 
Appendix B in Eq. (4.5), conclude that N 3

,3 is effectively 
present in Eq. (4.5) and that it occurs linearly and with coef­
ficient unity. The same result holds for Eq. (4.2c), which, as 
has been pointed out, is equivalent to Eq. (4.5). 

Now consider the full system (4.2). Since Eqs. (4.2a) do 
not contain the derivatives N 3.33 or N 3,3A' it is possible to 
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think ofEq. (4.2c) as defining the derivative N 3
•3 • The fact 

that N 3.3 is effectively present in Eq. (4.2c) now takes on the 
greatest importance for the differential structure of the sys­
tem. The application of Riquier's existence theorem6 to the 
full set of four initial value equations (4.2) now leads to an 
integrability condition. This integrability condition is the 
same as the integrability condition that was derived for the 
first three initial value equations in the author's earlier pa­
per. 17 Adding this integrability condition to the original 
equations, one obtains the following system. 18 

N[n[)[u -N -INu[N(n[})-y")N i
li _En)] 

+ R niN - E n)[ . = - 81TS n, 
J J 

(4.6a) 

[- Rn)N)]ln + N -INUn [N(n[i) - y"iN i
li - EnJ] 

+ En)[jn = 81TN -1(NS1u , (4.6b) 

[N i Iy'} ]2 [N I ] [N(i[J) [/ -:2 Yij.O - (i[J) - :2Yij,O 

- ~y'Ir'mYlm.O] - (N?R = 161T(N?TO
o , (4.6c) 

where the Qij and the Eii are given by Eqs. (3.4) and (4.4) 
respectively. Equations (4.6) have the same solutions as Eqs. 
(4.2). 

Riquier's existence theorem6
.
19 is, like the Cauchy­

Kowalewsky existence theorem, based on a power series ex­
pansion of the unknown functions appearing in a system of 
partial differential equations. In order to understand the Ri­
quier existence theorem calculations of the present paper, 
the study of Appendix B and Sec. I of Pereira, Ref. 18, is 
recommended. The study of Ritt, Ref. 6, Chap. VIII, is also 
recommended. Note, however, that many of the aspects of 
Riquier's theorem discussed there, especially the determina­
tion of a complete set of monomials associated with the sys­
tem (4.2), are trivial in the present case and can be ignored. 
See Eqs. (4,10) and (4.11) for the ordering relationships that 
are to be used in Eqs. (4.9) and also in Eqs. (4.2). 

In Ref. 17 it was noted that Eqs. (4.6a) and (4.6b) can be 
replaced by an equivalent system in which the third of Eqs. 
(4.6a) is replaced by an initial condition on the initial value 

two-surface x 3 = Co' Carrying out this replacement, Eqs. 
(4.6) become 

N [A [Jl[i _ N -IN[j [N(A Ii) _ yAJNi[i _ EAJ] 

+ R A)N; - EA)li + 81TS A = 0, 

IN[3UI
I
) - N -1 NIJ [N(3I}) - y3iN i

li _ E 3)] 

+R3JN; -E 3iu +81TS 3Ix'=c" =0, 

[ - R n)Ni][n + N -I NUn [N(n[}) - y")Ni\i - En)] 

+ En)\)n - 81TN -leNS 1[j = 0, 

[N i 1 ij ]2 [N ] Ii - zy'Yij.O - Uli) - !Yij.O 

(4.7a) 

(4.7b) 

(4.7c) 

X [N(il}) - !y'ly)mYlm.O] - (N)2[R + 161TTO
o] = 0, 

(4.7d) 

wherei= 1,2,3;A = 1,2;andwheretheE'iaregivenbyEqs. 
(4.4) and 

(4.8) 

The equivalence between Eqs. (4.7) and (4.6) is familiar 
in the case where the surface x3 = Co is noncom pact. It 
should be noted, however, that if, instead, all the surfaces 
x 3 = C, c> ° are closed (i.e., compact and without bound­
ary), then the equivalence between Eqs. (4.7) and (4.6) still 
holds for all values of x 3

, both inside and outside the surface 
x 3 = Co. This equivalence also holds globally if the three­
surface X O = ° is itself closed. (This equivalence is, at least in 
the analytic case, large scale as well as global.) Of course, if 
the surface XO = ° is closed, then the surface x 3 = Co must 
also be closed. One must now give an existence prooffor the 
combined system (4.7). The use ofRiquier's methods greatly 
reduces the amount of analysis required. [For a convenient 
statement of Riquier's theorem, and for a definition of the 
term highest derivative which appears in Eq. (4.9), see Ref. 
6.] The final conclusion of the analysis is that it is useful to 
solve Eqs. (4.7c) and (4.7d) for the derivatives N. 33 and N 3.3 , 

The result is given in Eqs. (4.9) below. 

Highest 

Derivative 
2(y33) -II N [A iil[i - N-IN[i [N(A Ii) - yAiNi[i - EAi] + R A)N; - EAJ[j + 81TS A I = 0, N A,33 (4.9a) 

P(y33) -I [N [3 1)1
1

) - N -I NIJ (N(3 Ii) - y3iN'li - E3J) + R 3)N; - E 3JIJ + 81TS 3] lx' =c" = 0, N 2,32 (4.9b) 

- (y3 3N A
IA + E 33

) -I {Nlin [N(n li) - y"iN i
li - En)] - N [R niN il ln + NEnJ

IJn + (2N A
IA - yAByAB.O) -I(N[)A + NR 3

3
) 

X [(N i
li - ~y'jYii,O)2 - (NUl)) - !Yij.o)(NUli) - !ylyimYlm,O) - (N)2(R + 161TTOo)] - 81T(NS 1u I = 0, N,33 (4.9c) 

where, as before, the E ij and S i are given by Eqs. (4.4) and 
(4.8), respectively, and one is still asked to assume that yA 3 

= 0. Equations (4.9) can be considered as having been 
solved for their highest derivatives. The term solve is used 
here in a generalized sense. Equations (4.9) have been solved 
for the derivatives N A ,33; N 2,32; N,33; and N 3,3 in the sense 
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(4.9d) 

that each of these derivatives appears in one and only one of 
the Eqs. (4.9), and if one of these derivatives appears in an 
equation, it appears linearly and with coefficient unity. 

Next apply Riquier's existence theorem to Eqs. (4.9). 
Because of the nontrivial differential and algebraic complex­
ity of these equations, it is desirable in the present instance to 
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write down the Riquier ordering relationships explicitly. 
Choose 

N3>N2>NI, 

N.) >N,2 >N.I , 

N',3 >N',2 >N'.I , 

(4. lOa) 

(4. lOb) 

(4.lOc) 

where the comma denotes partial differentiation. The re­
quirement that the highest derivative in each of the five equa­
tions (4.9) be the derivative shown implies the following 
four pertinent ordering relationships: 

{
N13 >N31 >N, 

from (4.9a) and (4.9b) 2' 3' 

N ,3 >N ,2 >N, 

from (4,9c) 

N,33 >N
2

,3 >N 3
,2' 

from (4,9d) 

N~3 >N
2

,3 >N 3
,2 >N. 

(4.IIa) 

(4.l1b) 

(4,lIc) 

(4.lld) 

All the above ordering relationships can be realized by as­
signing the following marks or cotes l9 to the independent 
variables x' and the dependent variables N, N '. 

variables x 3 x 2 
Xl N N 3 N 2 N I 

cotes (3,0) (2,0) (1,0) (1,3) (0,3) (0,2) (0,1) 
(4. 11 e) 

Since Eq. (4.9b) is just an initial condition on a two­
surface, one can now conclude20 that Eqs. (4,9) have no inte­
grability conditions and that they possess a unique real ana­
lytic solution in a noncompact simply connected noninfini­
tesimal region of the three-surface for every choice of the 14 
arbitrary real analytic functions of three variables 

(4,12) 

and the six arbitrary real analytic functions of two variables 

(Ni)x' = co' (N
I

,3)X'=Cn ' (N)x'=co ' (N'3)X'=co ' 

(4.13) 

where the two-surface21 x 3 = Co is taken to be noncompact 
and simply connected, and the single arbitrary real analytic 
function of one variable 

(4.14) 

where the line x 3 = Co, x
2 = C I is taken to be homeomorphic 

to R I and provided only that (roughly speaking) the denomi­
nators of the functions appearing in Eqs. (4.9) are nonzero 
on the x 3 = Co surface. In addition, it is assumed that 

(4.15) 

This completes the proof of the Thin-Sandwich Theorem Ib in 
the special case y4 3 = 0, 

To prove Thin-Sandwich Theorem Ia in the special 
case y4 ) = 0, one must take into account the effects of Eqs. 
(4.1) on the initial value equations. (Note that Eqs. (3,2a) 
and (3.2c) are equations of evolution so they need not be 
considered in the initial value problem.) Equations (4.Ia) 
and (3.5) must be substituted into Eqs. (4.9) to express S' 
and TOo in terms ofp,p, and if. Since Eq. (4.Ib) contains no 
time derivatives, it fixes the initial determination for the 
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function Vo on the spacelike initial surface XO = ° in terms of 
the given initial functions v" Yij' N i, and N on that surface. 
One must thus rewrite Eq. (4.Ib) in the form 

(V,l if),a va = 0, 

[ _ [' [ 2 ij ] 1/2] voL" .·0 - N Vi - (N) y'ViVj + 1 x"~ () . 

(4.16a) 

(4.l6b) 

Equation (4.16a) is an equation of evolution, but Eq. (4.l6b) 
is an initial value equation and therefore implies the Riquier 
ordering relationships 

vo>N', vo>N. (4.17) 

Applying Riquier's existence theorem to the combined sys­
tem of equations (4.9) and (4.16b), one concludes that this 
combined system has no integrability conditions and pos­
sesses a unique real analytic solution for every choice of the 
15 arbitrary real analytic functions of three variables 

(4.18) 

and the six arbitrary real analytic functions oftwo variables 

(Ni)x'=c", (N1.)t,=co' (N)x'=c", (N,)x' _ c,,' 
(4.19) 

where the two-surface21 
x

3 = Co is taken to be noncompact 
and simply connected,22 and the single arbitrary real analyt­
ic function of one variable 

(4.20) 

where the line x 3 = Co, x 2 = C I is taken to be homeomor­
phic21 to R I, and provided only that the denominators of the 
functions appearing in Eqs. (4.9) and (4.16b) are nonzero on 
the x 3 = Co surface. As before, one also assumes that 

Y=fO, r\60, 
y4 3 = 0. 

(4.2Ia) 

(4.21b) 

This completes the proof of Thin-Sandwich Theorem I a in the 
special case y4 3 = 0. 

The final step of the proof of Thin-Sandwich Theorem 
Ia is to remove assumption ( 4.21 b). Suppose one is given the 
following system of initial value equations on the three-sur­
facexo = 0. 

Nln'lfi
lf 

- N· IN,j' [N(n'lJ') _ yn'j'Yrm,N(i'l m') _ En}'] 

+ R n'fNj' - E n}'lj' + 81TS n' = 0, (4,22a) 

N INIj'n' [N(n'lf') - yn'fYi'm,N(l'lm') _ En'l] 

[ - n' f] n'f - R j'N In' + E I/n' - 81TN I(NS j)U' = 0, 
(4.22b) 

[ " I 'f ]2 [ I] [ (i'l j') N'li' - 'iy' Yi'j',O - N(i" j') - 'iYr/,o N 

- ~y"I'yfm'YI'm"O] - (N)2[R + 1 61TToo ] = 0, (4.22c) 

Vo - Ni'vi' + [(N)2y"fVi'Vj' + 1 ]I/2 = 0, (4.22d) 

where the metric components y4 '3' in the coordinate system 
xi' of Eqs. (4.22) need not be zero. 

Suppose now that one is also given the 17 arbitrary real 
analytic functions of three variables 

Yi'j" Yi'j',o' p, p, Vr (4.23) 

and the six arbitrary real analytic functions of two variables 
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(Ni)x"=c
O

' (N
1
'.3')XI '=C

O
' (N)x)'=co' 

where the surface X3' = Co is taken to be noncompact and 
simply connected and the single arbitrary real analytic func­
tion of one variable 

(N 2
' ,) y " ,3 x = Coo X = c 1 

(4.25) 

where the line X3' = Co' X2' = C 1 is taken to be homeomorphic 
to R 1, and provided only that the denominators of the func­
tions appearing in Eqs. (4.22) are nonzero on the initial value 
two-surface X3' = O. Also note that it is assumed, in addition, 
that the positive definite spatial metric Yi'/ satisfies the 
relations 

(4.26a) 

(4.26b) 

Then, as shown in Appendix A, there will exist a uniquely 
defined nonsingular analytic coordinate transformation to a 
different coordinate system Xi in which yt 3 = O. Further­
more, this coordinate transformation will transform Eqs. 
(4.22) into Eqs. (4.9) and (4. 16b), including the restrictions 
(4.15). In addition, this coordinate transformation will 
transform the functions (4.23) into analytic functions of the 
form (4.18). Also, it can be shown that giving the initial 
conditions (4.24) and (4.25) completely determines the func­
tions of two variables and one variable given in Eqs. (4.19) 
and (4.20), respectively. Proceeding as before, one concludes 
that the functions 

(4.27) 

defined by the system of Eqs. (4.9) and (4. 16b) exist and are 
analytic. But since one has already demonstrated the exis­
tence of the uniquely defined nonsingular real analytic co­
ordinate transformation of Appendix A, that coordinate 
transformation can be inverted and the inverse transforma­
tion used to obtain the analytic functions 

(4.28) 

from the functions (4.27). This proves the existence of the 
functions (4.28) defined by Eqs. (4.22) with the given arbi­
trary functions (4.23), (4.24), and (4.25), and thus completes 
the proof of Thin-Sandwich Theorem Ia. Note that the proof 
is also valid in the vacuum case p = p = 0, and that it is 
assumed that Eqs. (4.1a) and (3.5) have been substituted into 
Eqs. (4.22) to expressSi' andTooin termsofp,p, vi', V

O = vo', 

Yo" Nt, andN. (The casep = O,p#Ois not discussed here.) 
The same argument used to remove the requirement 

yt 3 = 0 in the proof of Thin-Sandwich Theorem Ia can also 
be used to remove the requirement yt 3 = 0 in the proof of 
existence for the system of Eqs. (4.9). As before, the require­
ments (4~26) are assumed. This completes the proof of Thin­
Sandwich Theorem lb. Note that the proofis also valid in the 
vacuum case TO!, = O. 

The present proofs demonstrate local uniqueness to the 
initial value problem once the initial conditions of the form 
(4.24) and (4.25) have been chosen. Also, it is to be empha­
sized that no coordinate conditions on the metric appear in 
the final statement of the theorems proved here. Also note 
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that the quantities N i and N which appear here need not be 
small. Indeed, itis clearfromEq. (3.6c) thatNwill usually be 
close to one. 

Regarding global existence, uniqueness, and ellipticity, 
one may note the following. 23 If a global analytic solution 
exists then a local analytic solution must also exist. Hence a 
test for local existence is a necessary but not sufficient test for 
global existence. A demonstration that there was no local 
analytic existence for ~rbitrary Y ij and Y ij,O would have de­
stroyed all possibility of global analytic existence for arbi­
trary Y ij and Y ij,O' 

The present discussion does not demonstrate ellipticity. 
A careful examination of the existence theorems used here 
shows that these theorems demonstrate existence whether 
the equations involved are elliptic or not. (This is to be ex­
pected, since Riquier's theorem is an offspring of the 
Cauchy-Kowalewsky existence theorem.24

) As one moves 
across the three-surface, a change in the type of the equations 
from elliptic to nonelliptic does not destroy existence in the 
present analytic case. The present results include all real 
analytic solutions. 

One of the main contributions of the present paper to­
ward solving the problem of global existence of solutions to 
the thin-sandwich equations on a closed three-surface (i.e., a 
three-surface that is compact and without boundary) is the 
establishment of the fact that the integrability condition 
(4.6b) can be used to prove non global existence of sol utions 
to the full system offour equations (4.2) and is not limited in 
its significance to the smllller, incomplete, system of three 
equations (4.2a) and (4.2b). In the opinion of the author, a 
careful study of the details of the integrability condition 
(4.6b) will provide useful guidance in solving the problem of 
global existence and uniqueness for arbitrary Y ij and Yij,o' 
Equation (4.6b) was derived by local methods, but it holds 
everywhere and therefore has global significance. 

In the opinion of the author, there is in all probability a 
close relationship between the initial value problem for arbi­
trary initial functions (4.24) and (4.25) on a noncom pact 
initial two-surface and the boundary value problem25 for ar­
bitrary choices on a spherical boundary of an appropriately 
defined set of unknown functions related to the N i and N. 
However, since one is here considering a system of partial 
differential equations which possess integrability conditions, 
this relationship includes a number of unusual features and 
is best described in a separate paper. Some of the relation­
ships between the initial value problem and boundary value 
problems are comparatively obvious, however, and will be 
noted briefly below. 

The present results converge in a region G defined by 
Co - a < X3 < Co + a, where the constant a is small but not 
infinitesimal. Consider a two-sphere ~ of radius r< b, with 
b < a, and require that this two-sphere lie within G. Then to 
every analytic solution to the initial value problem given 
here, there exists a corresponding analytic solution to the 
boundary value problem which takes the sphere ~ as the 
boundary. The present results thus prove the existence of 
analytic solutions to the boundary value problem (where the 
bounded region is small but not infinitesimal). However, ex­
istence for arbitrary boundary values of N i and N is not 
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proved here; only existence for some boundary values is 
proved. The case of arbitrarily chosen boundary values most 
be discussed elsewhere. Note that it will not be possible to 
chooseN', N, and the normal components noV N i

, n·V N arbi­
trarily on the sphere ~ and still have a solution everywhere 
inside~. (Here n is a vector field perpendicular to the surface 
~.) 

Also, the present results prove that if an analytic solu­
tion on and within ~ is known, then this solution is the only 
analytic solution which has the same values of N i

, Nand 
n·V N i

, n·V N on~. On the other hand, the present results do 
not prove that the solutions are unique if only N i and N are 
given on the sphere ~. 

Now it is known that in the case of a single second order 
partial differential equation, the solutions to the initial value 
problem depend continuously on the initial values if the 
equation is hyperbolic. Also, 10hn25 has shown that in the 
real analytic case, solutions of a linear second order elliptic 
equation depend continuously on the initial values. With this 
in mind, one expects that the real analytic solutions whose 
existence is proved here for the system of nonlinear partial 
differential equations (4.2) will also depend continuously on 
the initial values (4.24) and (4.25). However, an actual proof 
of the fullfillment of this expectation is not given here. 

To what extent, on the basis of known results, is it rea­
sonable to hope that the present proof of existence and 
uniqueness in a noncom pact three-dimensional region can 
be extended so as to prove C xc existence on a closed three­
surface? To help answer this and other questions, it will be 
useful to discuss the results of Belasco and Ohanian. 26 Note 
that the criterion 2€ - R > 0 used by Belasco and Ohanian 
( - [161TT O ° + R ] > 0 in the notation of the present paper) 
is not required to obtain uniqueness in the present discus­
sion. The reason for this is as follows: (a) The problem dis­
cussed here is the C oc initial value problem within the three­
surface, whereas Belasco and Ohanian discuss the Dirchlet 
problem and do not assume Coo boundary values. (b) Con­
sider the thin-sandwich equations discussed by Belasco and 
Ohanian. The initial value problem within the three-surface 
corresponding to these equations differs from the corre­
sponding initial value problem discussed here owing to the 
inclusion of the integrability condition Eq. (4.6b) in the sys­
tem of equations analyzed here. (The details of the difference 
are implicit in the discussion of Sec. I of the present paper, 
since Komar's paper5 (which is discussed in Sec. I) used the 
same formulation of the thin-sandwich equations as that 
used by Belasco and Ohanian. 

The requirement - Q A A = 2N A IA - Y ABy AB.O # 0 
that is implicit in Eq. (4.9d) and which is necessary for both 
existence and uniqueness in the present proof is in agreement 
with the uniqueness counterexample given in Sec. II of Be­
lasco and Ohanian. 

The discussion of the present paper implies that either 
T O

i or Si can be specified freely. This is consistent with the 
first existence counterexample of Sec. III of the paper of 
Belasco and Ohanian, since existence is proved here only in a 
noncom pact region of the three-surface, whereas Belasco 
and Ohanian discuss existence throughout a closed simply 
connected three-surface. The second and third existence 
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counterexamples in Sec. III of Belasco and Ohanian, 26 

which at first sight seem to imply that Ylj and Yij,O cannot be 
chosen arbitrarily on a closed three-surface, are quite mis­
leading. Actually, these counterexamples make the unstated 
assumption that N = I. Without this special assumption, 
their conclusions are unjustified. 

To summarize then, there are no proven results which 
imply that Yij and Yij,O cannot be freely specified on a closed 
three-surface. However, once Yij has been chosen there will 
at least in some circumstances be a global restriction which 
prevents one from choosing the source terms S i arbitrarily 
throughout a simply-connected closed three-surface. [See 
Eq. (24) of Belasco and Ohanian, Ref. 26,] 

Also note that it is assumed here that the spacetime 
coordinate system is nonsingular. This, of course, implies 
that the time coordinate X O does not lie within the spacelike 
hypersurface X O = o. 

Previous authors have obtained a number of global so­
lutions to the initial value equations. 27-28 The local properties 
of these global solutions are more specialized than the local 
properties of the solutions whose existence is proved in the 
present paper because of the local coordinate conditions and 
local special assumptions29 which have proven convenient to 
obtain global results. (Of course, the fact that a given special 
assumption is sufficient to obtain global existence does not 
imply that this assumption is necessary for global existence.) 
The nonglobal existence theorems of the present paper make 
no such special assumptions and require no coordinate 
conditions. 

Several authors 14,26 have noted that since the fourth 
thin-sandwich equation, Eq. (4.2c), is algebraic in N, it can 
be solved for N. Furthermore, some authors have noted that 
the fourth equation can be thought of as defining N in terms 
of the N'. It should be emphasized that in the present paper, 
a fifth initial value equation, Eq. (4.6b), is used as an essential 
part of the existence proof and that this equation contains 
second derivatives of N. As a result, one is prohibited from 
considering Eq. (4.2c) to be an equation defining N. The 
rigorous theoretical framework for this prohibition is Ri­
quier's existence theorem. If one breaks this prohibition, one 
will find that it is impossible to order the derivatives in the 
system of five equations (4.6) in such a way as to satisfy the 
requirements of Riquier's theorem given in Ritt, Ref. 6, 
Chap. VIII. This prohibition holds not only for the present 
paper, but also for the author's earlier paper on the thin­
sandwich equations. 17,30 (Note that the results proved in this 
earlier paper allow one to choose the function N arbitrarily. 
However, this does not imply that the relationship between N 
and the derivatives of the N' can be chosen arbitrarily.) 

The majority of previous discussions of the thin-sand­
wich conjecture have not included the non vacuum case. The 
inclusion of the nonvacuum casep > 0 in the present proof is 
partly due to a desire to take into account the fact thatgedan­
ken experiments which measure the gravitational field can­
not be carried out in the absence of matter. 31 

V. ADDITIONAL REMARKS 

One motivation for the inclusion of the nonvacuum case 
in the proof of Thin-Sandwich Theorem la of Sec. IV is the 
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desire to allow for possible astrophysical applications. Lich­
nerowicz32 has noted that a study of the initial value equa­
tions of the gravitational field can be used to improve one's 
understanding of the dynamics of the general relativistic n­
body problem. In the present case, one may note that the 
arbitrary functionsp,p, Vi of Theorem la, Sec. IV can be 
chosen so as to describe a very much simplified model of one 
or more stars in arbitrary relative motion and with arbitrary 
internal motion at timexO = const., with rij and rij.o also 
arbitrary. There are a number of examples in which general 
relativistic effects are believed to playa significant role in 
stellar structure. These examples include neutron stars,3.33 
supermassive stars,2 white dwarf stars,34 and supernova 
explosions.3.35 

The form of the energy-momentum tensor used in Eq. 
(4.1a) of Sec. IV assumes that the matter under consider­
ation is a non viscous fluid and also neglects any electromag­
netic fields which may be present. For a discussion which (a) 
bears on the viscosity of the fluid present in the interior of 
neutron stars, (b) describes the role played by the electro­
magnetic field in the various inner and outer regions of neu­
tron stars, and (c) describes the extent of the solid crust of 
neutron stars, see Pines, Ref. 1. 

Now, in practice, one does not usually choose the densi­
ty p(x i) and pressure p(x i) in a stellar model separately as is 
done in Sec. IV. Instead one may, for example, choose p(x i) 
and any given equation ofstateoftheformp = p(p). It is not 
difficult to see that Theorem la of Sec. IV still implies exis­
tence of solutions if, instead of arbitrary p andp, one is given 
arbitrary p(x i) plus an arbitrary equation of state p = p( p). 
For a discussion of an equation of state p = p( p) for cold 
dense matter, see Refs. 36 and 37. For the properties of hot 
dense matter see Ref. 38. 

VI. CONCLUSION 

Section IV presents a nonglobal proof of the thin-sand­
wich conjecture. The results presented here provide the first 
internally self-consistent proof of the thin-sandwich conjec­
ture which (a) applies for arbitrary choices of the spatial 
metric and its time derivative; and (b) demonstrates the exis­
tence on a spacelike three-surface of solutions which satisfy 
conditions of continuity known to be sufficient to obtain ex­
istence of solutions to Einstein's field equations off the three­
surface. Also, it is noted that two different formulations of 
the thin-sandwich equations are globally equivalent. A com­
parison of the present results with previous work will be 
found in Sec. I and at the beginning and end of Sec. IV. 

An important feature of the present thin-sandwich ex­
istence prooffor the four initial value equations (4.2) is that, 
unlike the existence prooffor the first three equations (4.6a) 
given in Ref. 17, it has in the present proof been necessary to 
think of the integrability condition (4.6b) as defining the un­
known N (rather than defining the unknown N 3 as in Ref. 
17). 

It should also be noted that as part of the proof the 
following important features of the initial value equations 
have been demonstrated: (a) The differential structure of the 
equations is greatly simplified if one transforms to a semi­
geodesic coordinate system. The coordinate transformation 
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method used here should also be useful in existence proofs 
for other systems of generally covariant partial differential 
equations. (b) In the semigeodesic coordinate system in 
which r A 3 = 0, the initial value equations (4.9a) and (4.9b) 
do not contain the derivatives N 3. 3i • (See Appendix B.) (c) In 
the coordinate system in which r A 3 = 0, the initial value 

equations (4.9a) do contain the derivatives N A.33 . (d) In the 
semigeodesic coordinate system in which r A 3 = 0, the ini­
tial value equation (4.9d) is linear in the derivative N 3.3 ,and 
furthermore, this equation contains the quantity (2Q A A) as a 
denominator. Additional conclusions are given at the end of 
Sec. IV. 

Riquier's existence theorem and the viewpoint of par­
tial differential algebra play an important role in the present 
paper. Additional evidence which helps to establish the role 
of partial differential algebra in the thin-sandwich problem 
has been obtained in studies carried out by Weinberg. 39 
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APPENDIX A: ON SEMIGEODESIC COORDINATES 

One is given 12 arbitrary real analytic functions rtf (x') 
and ri'l.o (x'), with r' =I ° and r 3'3' =I 0. It will now be shown 
that there always exists a real analytic coordinate 
transformation 

Xi = Ji(x J) , j = 1,2,3 (AI) 

to a coordinate system x in which 

yA 3 = 0, A = 1,2, 

r 33 =1O, r=lO, 
(A2) 

(A3) 

with the r ij being analytic functions of the x i. The proof 
proceeds as follows. Equation (A2) may be written 

(A4) 

(AS) 

Then Eqs. (A4) become 

ax
A 

(3'3')-1 B'3' ax
A 

= ° (A6) 
ax3' + r r ax B' . 

Next, apply Cauchy's existence theorem for partial differen­
tial equations to Eqs. (A6) and conclude that a unique ana­
lytic solution exists to Eqs. (A6) for every analytic choice of 
the initial conditions 

[xA 1x,,=co =hA(XB'), (A7) 

where the h A are arbitrary functions of the x B'. It only re­
mains to show that the initial conditions can be chosen so as 
to make the coordinate transformation (AI) non singUlar, 
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and unique. To accomplish this, one requires that 

(x A),,, _ c" = X A' . (A8) 

This choice (a) guarantees that on the initial surface x" = co, 

the Jacobian of the coordinate transformation (AI) is unity 

{laxi/axj'l}x'~(''' = I, (A9) 

and (b) determines the coordinate transformation (AI) 
uniquely. Also note that this transformation makes 

(AID) 

In addition, it is easy to see [from the analytic nature of the 
coordinate transformation (AI)] that the nonzero nature of 
the Jacobian, guaranteed to hold on the initial surface 
X~I = Co by virtue of Eq. (A9), must continue to hold for a 
finite (i.e. noninfinitesimal) distance off the surface. This 
means that one also has 

y#O. (All) 

This completes the proof. 
The requirement y 33#0 given at the beginning of this 

appendix is automaticaIly satisfied by requiring that the spa­
tial metric y lj be positive definite. For if y Ij is positive defi­
nite, then for every real nonzero vector field kl one has 
y,jklkj > O. Transforming to an arbitrary new nonsingular 
coordinate system xi', one has y n' = A 3'., A 3'.j Y lj > 0 , 
where A '\'j = Jx'';Jx l is real and nonzero. Note that one is 
not allowed to take A 3',; = 0 since this would make the J aco­
bian I A ",j I of the transformation zero. One concludes that 
y II, Y 22, and y 33 are positive in every nonsingular coordi­
nate system even when y lj is nondiagonal. 

APPENDIX B: FURTHER DETAILS OF THE PROOF 

As part of the proofs of Sec. IV it is necessary to make a 
detailed study of Eqs. (4.2a). The two Eqs. (4.2a) may be 
written, after multiplication by y 1/

2
, 

[y 1/2(N 1
1 j _ N jl A ) ] fi = [ .... ] , (Bl) 

where the brackets [ .... ] denote an expression which does not 
contain any second derivatives of the N lor N and where one 
has made use of the fact that 

(y 1/2)'1 = 0 . (B2) 

Equations (B 1) may be written 

Y 1/2 [y 1'. N A + 2y 3A N A + Y BD N A 
,,lJ .JA ,I/D 

_yA3NJ~i _yABNJllj ] = [ .... J. (B3) 

The next step is to put Y A -' = 0 in Eqs. (B3). The result is that 
from an examination of Eqs. (B3) one concludes that when 
y A 3 = 0, the two Eqs. (4.2a) do not contain the derivative 
N \3 and, furthermore, the coefficient of N A .33 in the two 
Eqs. (4,2a) is y 33. The third equation Eq. (4.2b) may be writ­
ten, after multiplication by y 1/2, 

[y I/\N,U_Nj'3)'j] = [ .... J. (B4) 

Equation (B4) may be written 

Y 1/2(2y 3AN\A + y ABN3.AB 
_y 33N A.3A -y,AN},Aj) = [ .... J. (BS) 

From an examination of Eq. (BS) one concludes that when 
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Y A 3 = 0, Eq. (4.2b) contains neither N 3,33 nor N '-3A and 
furthermore, the coefficient of N 2,,12 in Eq. (4.2b) is ( - Y Jl). 
One therefore requires that y 33 =1= O. 

The importance of the demonstration that N '-3A is ab­
sent from Eq. (BS) when y A 3 = 0 should not be overlooked, 
Without this demonstration, the existence proof would re­
quire that one differentiate Eq. (4.9d) with respect to x A so 
as to obtain two complicated nonlinear equations for the 
N',3,1 in terms of the derivatives N 2,32 ; N 1,\2 ; N I,) ; etc. 
One would then have to substitute these equations into Eq. 
(BS) to eliminate N \A . The result would be that the coeffi­
cient of N 232 in Eq. (BS) would be a complicated nonlinear 
expression containing the N I,} rather than the simple coeffi­
cient y 33 which appears in Eq. (BS) when y A J = O. Since, as 
shown in Appendix A, one can assert that y 33 # 0 by using 
the simple physical requirement of a positive definite spatial 
metric, it is clear that the Y A 3 = 0 method used here greatly 
facilitates the proof and furthermore, is not incompatible 
with the goal of physical transparency. 

One may now consider Eqs. (3.4) in the form 

(B6) 

2Q' II liN'" N I (B7) 
.I =y YIj,o -YimY II - J' 

In the coordinate system in which y A,1 = 0 and y 33 =1= 0, the 
equation y,/yk = tl) implies 

Y,o = 0, y"y,\" = 1, A = 1,2. (B8) 

In this coordinate system, one can, by use of Eqs. (B8), ob­
tain the following: 

2Q3 1 = y,,3 y3A ,O - Y1By 33N\\ - N-"A , (B9) 

2Q A A/I ,,/IBN 3 N A 
-' =y YB3,O -Y33r 111- ,,\' 

2Q\ = y,ByJ3 ,() - 2N-',J. 

(BlO) 

(BI1) 

Equations (B9) and (B 10) show that the only one of the Q " 
containing N\,~ is Q " . 

I For a discussion of several aspects of the classical formalism used to for­
mulate the gravitational initial value equations used here, see Sec. II of 
c.W. Misner, Phys, Rev. 186, 1319 (1969), The form of the energy-mo­
mentum tensor used in Eq. (4.la) of Sec, IV of the present paper assumes 
that the gravitating fluid under consideration is non viscous. For a discus­
sion which bears on the viscosity of the fluid of neutron stars, see D. Pines 
in, Pmc. 12th International Conference on Low Temperature Physics, 
Kyoto, Japan, edited by E. Kanda (Keigaku, Tokyo, 1971). For an exam­
ple of an equation of state of neutron star matter, see E. E, Salpeter, As­
trophys. 1. 134, 669 (1961). 

'Supermassive stars have been discussed by S, Chandresekhar, Astrophys. 
J. 140,417 (1964); and Philip Morrison, Astrophys. 1. (Lett,) L 157,73 
(1969), It has been suggested that supermassive stars may provide a model 
for quasi-stellar objects. For details on the redshifts exhibited by a number 
of quasi-stellar objects see E, M. Burbidge, Astrophys. J. (Lett.) L 160, 33 
(1970). 
'It has been suggested that the collapse of a star to nuclear densities may 
give rise to a supernova explosion. See E. Teller in Physics of High Energy 
Density, Course 48. Italian Physical Society. Proceedings of the Internation­
al School of Physics "Enrico Fermi", edited by P. Caldirola and H. Knoep­
fel (Academic, New York, 1971). For additional discussions related to 
neutron stars, see 1. Bardeen, Astrophys. 1,162,71 (1970); and K. S. 
Thorne, Astrophys. 1. 158, I (1969). 

"See S. W. Hawking and G. F. R. Ellis, The Large-Scale Structure ofSpace­
Time (Cambridge u.P., London, 1973), Secs. 7.2, 7.4-7.7, especially pp, 
230,248,251,235-6; and p, 33. Special attention should be paid to the 
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argument on p. 230 which has been overlooked in some recent work. For 
the existence discussion of Wheeler, see J. A. Wheeler in Conference inter­
nationale sur les theories relativistes de la gravitation, Warsaw et Jablonna, 
1962, edited by L. Infeld, (Gauthier-Villars, Paris, 1964), pp. 245 et seq.; 
and, as an important example of related work, see C. B. Morrey, Jr., Pac. J. 
Math. 2, 25 (1952), particularly Theorem 5.1. 

'A. Komar, J. Math. Phys. 11,820 (1970). A formulation of the thin­
sandwich equations similar to that of Komar has been used in the discus­
sion of uniqueness and global questions by several authors. For details see 
the end of Sec. IV. Also discussed at the end of Sec. IV and in Ref. 31 is the 
significance of the non vacuum case as evidenced by the result of J. Weber, 
Phys. Rev. 117, 306 (1960). 

fip. G. Bergmann, in Relativity, Proceedings of the Relativity Conference in 
the Midwest, edited by M. Carmeli, S. Fickler, and L. Witten (Plenum, 
New York, 1970), Chap. 4. For the meaning of partial differential algebra 
and also for Riquier's existence theorem, see J. F. Ritt, Differential Alge­
bra (Dover, New York, 1966), p. 163 and Chap. VIII. 

7Julian Schwinger, Phys. Rev 82,664 (1951). As background for this paper 
see Y. Nambu, Progr. Theoret. Phys. 5, 82 (1950); and for the relationship 
of Schwinger's paper to experiment, see W. E. Lamb, Phys. Rev. 85, 259-
276 (1952), especially pp. 263 and 261. 

"R. P. Feynman, Phys. Rev. 76, 769-89 (1949), specifically pp. 779-80. As 
general background for this paper one may examine E. A. Uehling, Phys. 
Rev. 48, 55 (1935); and as an interesting example of related work, see L. L. 
Foldy, Phys. Rev. 93, 880 (l954). 

"The problem of gauge invariance and the problem of constraints are both 
discussed in J. Schwinger, Phys. Rev. 91, 713-728 (1953), specifically pp. 
725-726. As general background for this paper see H. A. Bethe, Phys. 
Rev. 72, 339 (1947); and V. F. Weisskopf, Phys. Rev. 56, 72 (1939). 

IOFor additional comments related to gauge invariance, see F. Rohrlich, 
Phys. Rev. 77, 357 (1950); D. G. Boulware, Phys. Rev. 151, 1024 (1966); 
N. M. Kroll, Nuovo Cimento A 45,65 (1966). 

I I Further comments related to gauge invariance can be found in E. C. G. 
Sudarshan, Proc. Indian Acad. Sci. A 49, 66 (1959); and S. Mandelstam, 
Ann. Phys. (USA) 19, I (l962). Additional background for the first paper 
of Ref. 8 may be found in O. W. Greenberg, J. Math. Phys. 3, 31 (1962). 

"Y. Foures-Bruhat, J. Rat. Mech. Anal. 5, 951 (1956); P. A. M. Dirac, Proc. 
Roy. Soc. London A 246, 333 (1958); R. Arnowitt, S. Deser, C. W. Misner, 
Phys. Rev. 122,997 (1961). 

"Note that the spatial metric used in the present paper and in the works 
cited in Ref. 12 is different from the "effective spatial metric" associated 
with comoving coordinates in studies of relativistic fluid dynamics such as 
those ofG. E. Tauber and J. W. Weinberg, Phys. Rev. 122, 1342 (1961), 
Sec. V; and J. Ehlers, Akad. Wiss. (Mainz), Abh. Math. Naturwiss. Kl. 
1961. Also see A. H. Taub, Phys. Rev. 107, 884 (1957). 

14R. F. Baierlein, D. H. Sharp, and J. A. Wheeler, Phys. Rev. 126, 1864 
(1962); J. A. Wheeler, in Relativity, Groups, and Topology, edited by C. 
DeWitt and B. DeWitt (Gordon and Breach, New York, 1964), especially 
pp. 358-369. For a discussion of the special case r,).o = 0, a case that is 
related to the thin-sandwich problem, see D. R. Brill, Ann. Phys. (USA) 
7, 466 (1959). 

"A. Komar, Phys. Rev. D 4,927 (1971); P. G. Bergmann, GRG 2,363 
(1971). 

lOY. Bruhat, Paris C. R. Acad. Sci. A 252,3411 (1961). This early result of 
Bruhat uses a special assumption which permanently destroys the spatial 
covariance of the initial value equations. This lack of spatial covariance 
distinguishes this early result from later work and also from the results of 
the present paper. In a future paper the results of Thin-Sandwich Theo­
rems Ia and Ib of Sec. IV will be used to provide information about the 
local structure of the superspace which can be associated with solutions of 
the gravitational initial value equations. For a discussion of supers pace see 
B. S. DeWitt, Phys. Rev. 160, 1113 (1967); and U. Gerlach, Phys. Rev. 
177, 1929 (1969). 

J7c. M. Pereira, J. Math. Phys. 14, 1498 (1973). An important clarifying 
comment regarding this paper is given in Ref. 30. The issues underlying 
the thin-sandwich problem are closely related to the most fundamental 
aspects of differential geometry. It is interesting to realize that differential 
geometry also plays a fundamental role in the geometry of colors. See. J. 
W. Weinberg, Gen. Relativ. Gravit. 7, 135 (1976). 

'"Equations (4.2a), (4.2b), and (4.6b) were derived by the author in Ref. 17. 
It has here been necessary to correct for an inconsistency in the choice of 
the sign convention in the definition of the Ricci tensor [Eqs. (5), (6), and 
(8) of Ref. 17]. As background for Ref. 17, see C. M. Pereira, J. Math. 
Phys. 13, 1542 (1972). 
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'"For Riquier's existence theorem and a definition of marks or cotes, see 
Ref. 5 and also J. M. Thomas, Differential Systems, Am. Math. Soc. Col­
loq. Publ., Vol. 21 (Am. Math. Soc., 1937), Chap. 2, Sec. 5. Riquier's 
existence theorem is closely related to the Cartan-Kahler existence the­
ory. For a comparison of the two theories see J. F. Pommaret, Ann. Inst. 
Henri Poincare A 17,131-158 (1972), specifically pp. 132-134. An ac­
count of recent developments in the Cartan-Kahler theory can be found 
in J. F. Pommaret, Systems of Partial Differential Equations and Lie Pseu­
dogroups (Gordon and Breach, New York, 1978), which contains a 
bibliography. 

lOA certain amount of additional algebraic and differential manipulation 
has been deleted here. This manipulation is only necessary if one is inter­
ested in the detailed properties of the function spaces associated with the 
allowed initial conditions on the two-surface x 3 = co. 

11 Also note that if the two-surface x 3 = Co is compact then there will, in 
general, be circumstances in which all of the functions in Eqs. (4.13) and 
(4.14) cannot be chosen independently if a solution is to exist everywhere 
within the two-surface. If one takes x 3 = Co to be homeomorphic to S 2 
then the line x' = co, x 2 = C I would be homeomorphic to S I. A similar 
comment can be made regarding Eqs. (4.19) and (4.20). 

22The present assumption of simple connectedness of the region under con­
sideration may not be as restrictive as it seems. One should note [see for 
example T. Regge, Nuovo Cimento 19, 558 (1960)] that it is possible to 
construct multiply connected three-spaces of general relativity by attach­
ing together many simply connected three-dimensional regions. An exam­
ple of a multiply connected three-space is the "wormhole" which has been 
discussed by J. A. Wheeler, Phys. Rev. 97,511-536 (1955), Sec. 7; and by 
C. W. Misner and J. A. Wheeler, Ann. Phys. (USA) 2,525 (1957), Fig. 3 et 
seq. 

2'For useful comments regarding the relationship between global existence 
and ellipticity for the case of linear systems of equations, see D. C. Spen­
cer, Bull. Am. Math. Soc. 75, 179-239 (1969), specifically pp. 179-180. 
These comments help one to place the results of the present paper in better 
pers pecti ve. 

24See E. Goursat, A Course in Mathematical Analysis, Vol. II, Part 2, Differ­
ential Equations (Dover, New York, 1959), pp. 283-287 for a statement of 
the Cauchy-Kowalewsky existence theorem. 

"For an example of a single second order partial differential equation which 
exhibits a close relationship between the initial value problem and the 
boundary value problem, see the interesting results of S. Chandrasekhar, 
Proc. Cambridge. Philos. Soc. 42, 250 (1946). For useful comments on 
second order elliptic equations, see F. John, Commun. Pure AppJ. Math. 
8, 591 (1955). Of course, one does not have such continuous dependence 
on initial values for nonanalytic solutions to elliptic equations. 

26 A formulation of the thin-sandwich equations similar to that of Komar, 
Ref. 5, has been used in the discussion of uniqueness and global questions 
by E. P. Belasco and H. C. Ohanian, J. Math. Phys. 10, 1503 (1969). The 
same unstated special assumption N = I, made by Belasco and Ohanian 
and discussed in the text, was made more recently (and again is unstated) 
in Secs. 7-9 of the article of D. Christodoulou and M. Francaviglia, in 
Isolated Gravitating Systems in General Relativity. Italian Physical Society 
Course 47. Proc. Int. Sch. of Phys. "Enrico FermI", edited by J. Ehlers 
(North-Holland, New York, 1979). Thus the claim given in Sec. I of the 
articleofChristodoulou and Francaviglia that the global form of the thin­
sandwich conjecture is false is also unjustified, since the global thin-sand­
wich conjecture does not assume that N = I. 

27See Y. Choquet-Bruhat, Gen. Relativ. Gravit. 5, 49 (1974) (which con­
tains additional references). Also see C. W. Misner, Phys. Rev. 118, 1110 
(1960); and as examples of related work, see Ref. 28 and D. R. Brill, Ref. 
14. 

2"M. D. Kruskal, Phys. Rev. 119, 1743 (1960); C. Fronsdal, Phys. Rev. 116, 
778 (1959); F. J. Belinfante, Phys. Lett. 20, 25 (1966). 

2"The special assumptions used to obtain global solutions or other global 
results usually include one or more of the following: Q '; = 0, N' = 0, roj,o 

= O. See for example, Y. Choquet-Bruhat, Ref. 27; R. Geroch, Ann. N. 
Y. Acad. Sci. 224,108 (1973); Y. Choquet-Bruhat and J. W. York (pre­
print entitled Cauchy Problem) to be published in, General Relativity and 
Gravitation: Einstein Centenary Volume (A Publication of the Interna­
tional Society on General Relativity and Gravitation), Chap. 4, edited by 
A. Held. In some cases, these special assumptions are generalized in one 
way or another. For example, the special assumption Q \ N - I = const 
has been used. 

3()For increased clarity, the following insertion should be made in the au­
thor's earlier paper on the thin-sandwich conjecture, C.M. Pereira, J. 
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Math. Phys. 14, 1498 (1973). Atthe bottom of column I of page 1499 place 
the following: "If we remove equation (Ib) from the system ofEqs. (1) we 
are led to consider the following simpler but closely related problem." 
Restricted Thin-Sandwich Problem "Show that for every set of the given 
functions rij' rij .• and N, there always exists a corresponding set offunc­
tions N' such that Eqs. (la) are satisfied." The contents of this insertion 
can be inferred from the paper, but a very careful reading of page 1500 of 
the paper and a careful reading of the abstract on p. 1498 is required. The 
quantity Qij used in the above-mentioned paper and introduced in Sec. III 
of the present paper is related to the extrinsic curvature (also referred to as 
the second fundamental tensor) Kij and the canonical momentum density 
11'ij by the equationKij = - (N)-'Q'j = - r -1/2(11',j - ~r" 17). For a dis­
cussion of the second fundamental form from a modern mathematical 
viewpoint, see the article by H. F. Goenner (preprint entitled, Local Iso­
metric Embedding of Riemannian Manifolds and Einstein's Theory of 
Gravitation) to be published in General Relativity and Gravitation: Ein­
stein Centenary Volume, edited by A. Held (A Publication of the Interna­
tional Society on General Relativity and Gravitation), Vol. I. I thank 
Professor Goenner for providing me with a copy of his article before publi­
cation. As an interesting example of work related to Goenner's article, see 
Y. Ne'eman, Rev. Mod. Phys. 37, 227 (1965). 

31The term matter as used here includes, for example, test particles and the 
electromagnetic fields or continuous mechanical medium by which these 
test particles interact with one another. The important role played by the 
interaction between test particles has been discussed by J. Weber, Phys. 
Rev. 117, 306 (1960). For a related discussion, see F. A. E. Pirani, Acta 
Phys. Pol. IS, 389 (1956). As an interesting example of related work, see 
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the discussion on pp. 229 et seq. in J. A. Wheeler, Trans. N.Y. Acad. Sci. 
(2) 38, 219-243 (1977). 

32A Lichnerowicz, J. Math. Pure App\. 23, 37 (1944). 
3'For a discussion of rotating neutron stars as the origin of pulsating radio 

sources, see T. Gold, Nature 226, 64 (1970), and for related discussions see 
E. H. Levy, W. K. Rose, Nature 250, 40 (1974). For further discussion of 
phenomena in the vicinity of neutron stars, see E. N. Parker, Astrophys. J. 
141, 1463 (1965). 

"See J. W. Weinberg and G. E. Tauber, "Gravitational Stability of Large 
Masses", essay awarded First Prize by Gravity Research Foundation 
1963. For a discussion of the composition of white dwarfs see E. J. Opik, 
Mem. Soc. R. Sci. Liege 14, Special No. 131 (1954). Also see W. K. Rose 
and E. H. Scott, Astrophys. J. 2M, 516 (1976). 

"See W. A. FowlerandF. Hoyle, Ap. J. Supp\. No. 91,9,201 (1964); W. D. 
Arnett, Can. J. Phys. 44, 2553 (1966); and, as background, see I. Iben, Ap. 
J. 140, 163 (1964). 

36See E. E. Salpeter, Ref. 1 and, as background, see M. Gell-Mann and K. 
Brueckner, Phys. Rev. 106, 364 (1957). 

37 As background for the last paper of Ref. 36, see M. Gell-Mann, Phys. Rev. 
106,369 (1957); J. Bardeen, Phys. Rev. 50,1098 (1936); and E. P. Wigner, 
Trans. Faraday Soc. 34, 678 (1938). 

'·See. D. Q. Lamb, J. M. Lattimer, C. J. Pethick, and D. G. Ravenhall, 
Phys. Rev. Lett. 41,1623 (1978); C. F. McKee, Ap. J.1S1, 647 (1968); and 
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Conformally flat static space-time in Brans-Dicke theory 
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For the conformally flat spherically symmetric static space-time we obtain the most general 
solution for Brans-Dicke field equations for a vacuum. By coupling the electromagnetic field to 
Brans-Dicke theory and imposing the condition of asymptotical flatness we obtain the most 
general solution for the space-time. We also present some other solutions of Brans-Dicke field 
equations with the conformally flat condition but without any particular symmetry. Finally, we 
give the transformation for generating solutions of Brans-Dicke field equations with or without 
electromagnetic field for lU = - 3/2 from purely vacuum solutions of Einstein's field equations. 

PACS numbers: 04.20.Jb, 04.40. + c 

1. INTRODUCTION 

In a recent communication Reddyl attempted to give 
the most general conformally flat form of the spherically 
symmetric vacuum solution in the Brans-Dicke theory of 
gravitation. Unfortunately his procedure is not general, al­
though the final result obtained by him was, by chance, quite 
general. He had chosen a Minkowskian metric multi pled by 
a conformal factor, which is dependent only on the space 
coordinates, as the most general spherically symmetric static 
metric satisfying the conformally flat condition. This is not 
true in gneral, for example, when the conformally flat 
Schwarzschild interior static solution is written in this spe­
cial form of the line element the conformal factor appears as 
a function of new space as well as time coordinates. 2 In this 
context we make a more general discussion on the solutions 
of Brans-Dicke theory representing conformally flat space­
time. 

In Sec. 2 we have written the most general form of a 
metric in isotropic coordinates which satisfy the conformal­
ly flat condition. 

In Sec. 3 we have solved for the conformally flat spheri­
cally symmetric static metric for Brans-Dicke field 
equations. 

Finally we arrive at the conclusion that it has unique 
solution, which is identical with that given by Reddy. The 
parameter lU attains a fixed value, - 3/2. Eventually we 
prove in this connection another result that the most general 
conformally flat spherically symmetric solution of Einstein's 
equations for the coupled scalar meson field and gravitation 
is the trivial solution for flat space-time. 

In Sec. 4 we have generalized the result of Sec. 1, includ­
ing the electromagnetic field. We impose here the condition 
that the metric must be asymptotically flat and may thus 
represent the exterior of a source of finite dimension. We 
obtain the most general conformally flat spherically sym­
metric static solution for the coupled gravitation and elec­
tromagnetic field in Brans-Dicke theory. This solution is 
valid for all values of lU in the range (lU + 3/2) > O. The case 
lU = - 3/2 corresponds to a solution which is not asymp­
totically flat. 

In Sec. 5 some other special solutions in Brans-Dicke 
theory with the conformally flat condition are obtained. 

Here we do not choose any particular symmetry, though for 
simplicity have chosen a special form of the metric. In a 
special case we get a solution which is the static form of the 
solution given previously by Penney.3 In another case we can 
recover the spherically symmetric solution discussed in Sec. 
1. There are also other possible solutions. 

In Sec. 6 it is shown that one can generate solutions in 
the Brans-Dicke theory of gravitation, either in the presence 
of electromagnetic field or in its absence, from purely vacu­
um solutions of Einstein's field equations by a simple confor­
mal transformation where the parameter lU has a fixed value 
- 3/2. This transformation relation has a similarity with 

that of Janis, Robinson, and Winicour.4 However, the latter 
does not consider the unique case lU = - 3/2, which we 
have discussed in this paper. 

2. CONFORMALLY FLAT METRICS 

A conformastat space-time, as given by Synge,5 is de­
fined by the line element 

ds2 = e2
"[ - V 2dt 2 + (dx1f + (dX2

)2 + (dX3
)2], (2.1) 

when 

V= V(X I,x2,x3) 

and 

a = a(x l ,x2 ,x3). 

In order that a four-d.imensional space-time be conformally 
flat6 all the components of the associated Weyl tensor 

C a oyp = R a oyp 

+ H 8a yROp - 8a pROY + gopR a y - goyR a p] 

+ (R /6) [8a pgoy - 8''ygop] (2.2) 

must vanish. We know that if this condition is satisfied for 

ds2 = - V 2dt 2 + (dXI)2 + (dx2f + (dX3
)2, (2.3) 

then (2.1) is consequently conformally flat. Substituting the 
metric given by (2.3) into (2.2), the components of the Weyl 
tensor that do not vanish identically are 

Chook = - !VV,hk + t$hk Vg"bv,Ob = 0, (2.4) 

Chijk = (1/2 V) [ghj V,ik - ghk v,ij + gik V.hj - gij V,hk ] 

+ (g"bV,Ob/3 V) [ghkgij - ghjgik ] = O. (2.5) 
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Greek indices range from 0, 1,2,3, and Latin indices 1,2,3. 
Substituting (2.4) into (2.5), we see that the components 

(2.5) are identically satisfied. Equation (2.4) may be written 

19"b V.ab = V. hk , for h = k, 

V.hk = 0, for h #k. 

From (2.6) we have 

V. ll = V,22 = V,33 = a, 

which gives, after intergration, 

(2.6) 

V = ~a[(xl)2 + (X
2)2 + (x3 f] + blx l + b~2 + b3X3 + e, 

(2.7) 

where a, b l , b2 , bJ , and c are constants. 
We have concluded that the space-time given by (2.1) is 

conformally flat when Vis given by (2.7) and 0' is an arbitrary 
function of the space coordinates. It is evident that we can 
write Vas 

V = !a[(xl + S 1)2 + (x2 + S2)2 + (x 3 + S3)2] + b, (2.8) 

where S l, S 2, S 3, and b are constants. By a coordinate trans­
formation the quantity inside the square brackets in (2.8) 
may be interpreted as a radial coordinate. The general static 
spherically symmetric metric may be written as 

ds2 = e2ojr) [ _ V2(r)dt 2 + dr + rdfl 2]. (2.9) 

Then, by what had been proved above, the general static 
conformally flat spherically symmetric metric can be written 
in isotropic coordinates as 

ds2 = e2ojr) [ - (ar + b )2d! 2 + dr + rdfl 2] . (2.10) 

3. GENERAL STATIC SPHERICALLY SYMMETRIC 
CONFORMALL Y FLAT SOLUTION OF BRANS-DICKE 
THEORY 

The Brans-Dicke equation in vacuum are 

Ga {3 = - (w/tP2 )l1f;,a1f;,{3 - 19a{31f;,y1f;'Y] 

- (1!1f;)1f;;a{3' 

D1f;=O, 

(3.1) 

(3.2) 

where 1f; is the scalar function, Considering the general static 
spherically symmetric conformally flat line element (2,10) 
and assuming 1f; as a function of r only, the non vanishing 
components of (3.1) are 

3 ,2 40" 4a(1 + rO") w ( 1f;')2 1f;" , 1f;' 
0' + - + = - - + - - 0' -, 

r (b + ar) 2 1f; 1f; 1f; 

4a(1 + ru') 

b+ar 

and the wave equation (3.2) becomes 
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(3,3) 

(3.4) 

(3.5) 

1f;" + 1f;'(20" + 2. + 2ar) = O. 
r b+ar 

(3.6) 

The prime indicate differentiation with respect to r. 
It is already shown 7 in the literature that if there exists a 

functional relationship between goo and the scalar field in 
static vacuum in Brans-Dicke theory, the relation must be in 
the form 

1f; = 1f;o(goo)\ 

where 1f;o and k are arbitrary constants. In the present case 
the functional relationship is trivial because of spherical 
symmetry and so 

1f; = 1f;oe2ku(ar + b )2k. (3.7) 

Differentiating gives 

1f;' = 2kO" + 4kar 
1f; ar+b 

(3.8) 

Subtracting (3.4) from (3.5), we have 

1f;' , 4ar 
- = - 20' - -::---
1f; ar-b' 

(3.9) 

From Eqs. (3.8) and (3.9) we can have 0", 

0"( I + k ) = _ 2a1 I + k ), 
'\ ar - b ar + b 

(3.10) 

and, differentiating (3.10), 

O'''(I+k)= -2a( I + k ) 
ar -b ar +b 

[ 
2ar k 2ar ) 

+2ar (ar+bf + (ar+b)2 .(3.11) 

From the wave equation (3.6) and (3.9) we have 

L_ 1f;' = 2b(3ar+b) 
1f;' 1f; r(a2r4 - b 2) . 

Differentiating (3.8), we obtain 

L _ 1f;' = 20''' - 4a(ar + b )I(ar - b f 
1f;' 1f; 20" + 4ar/(ar - b) 

(3.12) 

(3.13) 

Combining (3.12) and (3.13) with the helpof(3.1O) and (3.11), 
finally we have 

fl=(I+k)fl, 

where 

fl = 8ab (3a 2r4 + b 2) + 16ab 2r(3ar + b) 
a2r4 _ b 2 • 

(3.14) 

(3.15) 

We see that (3.14) is satisfied either if k = 0, which im­
plies flat space-time, or if fl = 0, .and this is true only if 
either a = 0 or b = O. When a = 0, we have Reddy's solution 
by a suitable coordinate transformation. When b = 0, we 
have from (3.12) 

1f;" 1f;' 
---=0 1f;' 1f; , 

which, after integration, we obtain 

1f; = 1f;oe"', 

(3.16) 

(3.17) 

where 1f;o and c are constants. With (3.8) and (3.9) we con­
clude that k = - 1 ,hence e2u 

<X e - cr /r4. Introducing our so­
lution (3.17) into (3.3) we conclude that w = -~. 
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The solution obtained for b = 0 is 

ds2 = e- cr
[ _ a2dt 2 + (1/r4)(dr + rdJ1 2

)]. (3.18) 

By making the coordinate transformation i' = at and 
;: = 1/r we obtain the solution 

ds2 = e- cl
,[ - di'2 + d;:2 + ;:ldJ1 2], (3.19) 

and 

'" = "'oeC!', (3.20) 

which is again the solution previously obtained by Reddy. 
One can thus arrive at the theorem that (3.19) is the only 
spherically symmetric vacuum solution in Brans-Dicke the­
ory, which is conformally flat. This solution is also asymp­
totically flat. 

One may wonder if one can obtain a confomally flat 
spherically symmetric solution for a coupled gravitational 
and scalar meson field in Einstein's theory by applying the 
transformations of Janis, Robinson, and Winicour4 to our 
solutions (3.19) and (3.20). Unfortunately, one cannot obtain 
such solution because in this case (2lU + 3) = 0, and so one 
cannot apply the said transformation relation for this specif­
ic value of 0). However, one can easily write down Einstein's 
field equations 

(3.21) 

for the general conformally flat spherically symmetric met­
ric given by (2.10) and following steps analogous to those 
shown in this section one can arrive at a purely flat space­
time. Thus we can conclude that the most general confor­
mally flat spherically symmetric static solution correspond­
ing the coupled zero mass scalar field in Einstein's theory 
represents only purely flat space-time. 

4. STATIC SPHERICALLY SYMMETRIC CONFORMALL Y 
FLAT SOLUTION OF BRANS-DICKE THEORY 
COUPLED WITH AN ELECTROSTATIC FIELD 

The Brans-Dicke equations in vacuum coupled with an 
electromagnetic field are 

k 
G~{3 = - -E " </J a{3 

0) 1 
~[ "',cxtf.{3 - ~a{3tf.ytf·Yl - -;;;tf;af3 ' 

0",=0, 

Fa{3;{3 = O. 

(4.1) 

(4.2) 

(4.3) 

Ea{3' the energy-momentum tensor for the electromagnetic 
field, is given by 

Eaf3 = if FayF{3Y - igaf3 FYIlFYIl] , (4.4) 

where Fa (3 is the electromagnetic field tensor 

Fa (3 = A(3,u - Au,f3' (4.5) 

where Au is the 4-potential. As we want to study static and 
spherically symmetric solutions, we can choose the compo­
nents of the 4-potential as being 

Aa = (</J,O,O,O), (4.6) 

where </J is a function of r only. The only non vanishing com­
ponents of the electromagnetic field tensor (4.5) are now 
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FlO = - FOI = </J '(r). (4.7) 

Now if we seek only those physically meaningful solu­
tions which are asymptotically flat, the line element, (2.10) 
can be reduced to a much simpler form. Asymptotic flatness 
requires that when;: 2=:=e2ur approaches infinite magnitude, 
I goo I must approach a constant quantity of finite magnitude. 
But since 

goo = - e2U(a 2r4 + 2abr + b 2), 

we must have at least a or b equal to zero in order that goo not 
become indefinitely large at infinitely large distances from 
the source. If a = 0, we get a line element conformal to a 
Minkowskian form of the metric by a suitable scale transfor­
mation of time. If b = 0 we can make a coordinate transfor­
mation r' = 1/r and t' = at and we again get back the Min­
kowskian metric multiplied by a conformal factor. Thus we 
get the line element in this case as 

ds2 = e2a1rJ [ _ dt 2 + dr + rdJ1 2], 

and the nonvanishing components of the field equations (4.1) 
with the aid of (4.4) and (4.7) become 

3a'2 + ...!!..... = _ ~ ,2 + ~ y- + _0/ __ a' Y-4 ' - 20" ( .f")2 .f," .f,' 

r '" 2 '" '" tf' (4.8) 

2a" +a'l+ ~= ~'2_ ~ Y- +_y-2 '-20" (.f")2 1 .f" 
r tf 2 '" r '" 

+ a' ~, (4.9) 

2(J''' + (J"2 + ...!!.... = _ ~ ,2 _ ~ Y- + a' y-. 4 ' - 20" ( "")2 .f" 
r '" 2 tf ",' 

and the wave equation (4.2), 

tf" + [2(J" + (2Ir)]"" = O. 

Maxwell's equations (4.3) reduce to 

(r</J ')' = 0, 

which, after integration, gives 

</J = -A /r+O, 

where A and 0 are constants of integration. 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

For solving the above set of equations we take the fol­
lowing procedure. After integrating (4.11) once, we obtain 

(4.14) 

where C is a constant of integration. Subtracting Eq. (4.9) 
from (4.10) and using (4.13) and (4.14), we obtain 

(4.15) 

Differentiating (4.15) with respect to r and using (4.14), we 
obtain after integration 

2(J'lr( A22 +dr)= -( ~r+A2). (4.16) 

whered is a constant of integration. Now substituting (4.13), 
(4.14), and (4.15) into (4.8), we have 
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2a'[~ ~ - ~(~ + m)] = - ~(£ + ~). 
4 r S 2 2? r 2 

(4.17) 

Equating (4.16) and (4.17), we obtain 

C
2

( 3 ) 3A 2d = - 4" 2 + m . (4.lS) 

If C = 0, we see from (4.14) that ¢ = const. In this case the 
field equations are reduced to Einstein's electrovacuum 
equation and it can be shown that the solution is given byB 

(4.19) 

where E is a constant. 
Assuming C # 0 and a vanishing electrostatic field, i. e., 

A = 0, we have from (4.1S) m = - ~ and (4.16) gives Reddy's 
solution. 

Assuming C #O,A #0, andm = - ~weseefrom (4.1S) 
that d = ° and (4.16) and (4.17) reduce to 

2a'= - ~(~+~) 
A 2 2 r' 

(4.20) 

giving after integration 

e2a = Fr- 2exp[ -(CIA2)r], (4.21) 

Fbeing an integration constant. 
We see that (4.21) is not an asymptotically flat solution. 

The general solution, when A # 0, d # 0, C # 0, and m # - ~ 

may be obtained by integrating equation (4.17). For i + m 
< 0 we obtain an oscillatory solution which we consider un­

physical. For ~ + m = h > ° we obtain 

e2a = ( 1 - /3 Ir)c/3IA '(1 _ ~), 
1 + /3 Ir r (4.22) 

and, applying (4.15), we have 

= ~( 1 + /3 Ir)C/3IA' 
¢ {]2 1-/3lr ' 

(4.23) 

where/3 = (61h )1/2A 21 C and h = (m + 312), which is an as­
ymptotically flat solution. 

So we conclude that the only asymptotically flat spheri­
cally symmetric solutions of electrovac representing confor­
mally flat space-time in Brans-Dicke theory are the solu­
tions given by (4.22) and (4.23). 

5. OTHER SPECIAL SOLUTIONS OF THE BRANS-DICKE 
THEORY WITH THE CONFORMALLY FLAT CONDITION 

We consider the metric in a conformastat form defined 
by Synge5 as 

ds2 = e2u [ _ V 2dt 2 + (dX')2 + (dx2f + (dX3)2] , (S.la) 

where 

V = ¥lUX')2 + (x2f + (X3)2] + b,x' + b2x2 + b3X3 + c, 
(S.lb) 

with a, b" b2 , b3 and c all constants and a = a(x', x 2, x 3
). 

Substituting (S.la) and (S.lb) into the field equations (3.1) 
and (3.2) we obtain: 

for Gij 

[ 
4a b( V aa b )] -gjj v+~ 2a.ab +O'.aO'.b +2~ 

1078 J. Math. Phys., Vol. 22, No.5, May 1981 

for G44 , 

gab (2a.ab + a.a a.b ) 

= ,..ab [ _ !:!.. ¢.a ¢.b + ~( V.a ¢.b + a .1. )], (5.3) 
.., 2 ¢2 ¢ V .a 'P.b 

and for the wave equation, 

b (,,, 2 .1. ba ¢.b ) ~ 'P.ab + O'.a 'P.b + -V = 0; (5.4) 

one further equation that we can have is the trace of (3.l), 
giving 

""b (O' + O' a + baa.b ) = _ !:!..""b ¢.a ¢.b. (5.5) .., .ab .a.b V 6 .., ¢2 

Equation (S.5) is, however, not an independent equation, but 
it is sometimes helpful to get exact solutions. 

Assuming g" = g 22 = g 33 = e2u functionally related to 
the scalar field ¢ and a = 0 for simplification, the line ele­
ment and the field equations (S.2)-{S.S) become, respectively, 

ds2 = e2U
[ - (~bjxj + C ydt 2 + {dx')2 + (dX 2

)2 + (dx3f ] , 

and for Gij' 

gjjC(¢) + ¢,i¢.jA (¢) + ¢.ijB(¢) = 0, (5.6) 

for G44, 

gab (¢.a ¢.bD (¢) + 20"¢.ab - b~b) = 0, (5.7) 

for the wave equation, 

ab (,,, 2 ',1, .1, ba ¢.b ) 0 
g 'P.ab + a 'P.a 'P.b + ----v- = , (S.S) 

and for the trace 

ab [., .• 1. (" '2 m 1) '.1. ' ba ¢.b ] 0 g 'P a 'P b a + a + - -2 + O' 'P ab + O' -- = , . . 6 ¢ . V 
(5.9) 

where the prime denotes differentiation with respect to ¢ 
and 

A (.I,) -_ 2" 2 ,2 m 20" 
'I' - O' + a - --:; + -, 

¢- t{! 

B (t{!) = - 20" - lit{!, 

D .1, 2" ,2 mIa' 
('1') = a + a + 2 !/J2 - --;;;. 

For i=/=jwe have from (5.6) 

A (¢)¢.i¢.) + B (¢)t{!.ij = 0. 

(5.10) 

(5.11 ) 

(5.13) 

(5.14) 

Now integrating (5.14), provided A {t{!)#O, B (¢)=/=O, we 
obtain 

In¢.i = s (¢) + Aj(x'), (5.15) 
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where 5 is a function of tP and A; is a function of Xi alone. 
Again Eq. (S.IS) on further integration yields 

(S.16) 

where A I = A I(X
I
), A2 = A2(X2

), and AJ = A J(x
3

). In other 
words the scalar field tP must be a function of u, where 
u = A 1+ A z + A J. With thislastconsiderationEq. (5.6) may 
be written for i = j, 

C (,p) + ,p.uAi.iiB (tP) + A 2;.; (A (,p)~.u + B (,p),p.uu ] = O. 
(S.17) 

and, for i=/=j, 

Ai.iAj.j (A (,p),p2. u + B (tP),p.uu ] = O. (5.18) 

Introducing the trace (S.9) into (5.12), we have 

b ( 2 lU 1 0") C (tP) = g" tP.a ,p.b - u' + '6 ~ - -;j . (5.19) 

For obtaining the solutions of the set offield equations (S.6)­
(5.8) we are going to analyse two case, firstly for C (tP) = 0 and 
secondly for C (,p) =1= O. 

First case, ClIP) = 0: For this case as we have 
gab,p,a,p,b =1=0, Eq. (S.19) gives 

12 lU 1 0" 0 
0' ---+-= 6tP2 tP ' 

which has the solution 

e2u = C~tP- I":-.t; 

where C I is a constant of integration and 

f= ± [1 + 2tU13] liZ. 

(5.20) 

(5.21) 

(S.22) 

The solution (S.21) substituted into (5.10) and (5.11) gives 

A (,p) = (f 1~)(1 -f), (5.23) 

B(,p) = -fltP. (5.24) 

Here we may have two situations, (a),/ = ° which implies 
lU = -~, and (b) thef =/=0. 

(a) ClIP) = 0, 1 + 2tU13 = O. In this case we have from 
(5.23)and(S.24)A (,p) = B(,p) = 0, thenEq. (5. 14) is identical­
ly satisfied and this implies that ,pmay not be a function ofu. 
In this case the field equations (5.6)-(5.8) reduce to 

(5.2S) 

Any solution of (5.2S) together with (S.21) will give the exact 
vacuum solution in Brans-Dicke theory. 

Ifwe assume the practicular situation of spherical sym­
metry, then u and ,p are functions of r, ba = 0, and 
u = (XI)2 + (X2)2 + (X3)2 = r, then Eq. (5.2S) reduces to 

4r(,p2.u - ,p,p.uu) - 6#.u = O. (5.26) 

The solution of (5.26) is 

,p = Clexp(Czlr), (5.27) 

where C I and C2 are constants ofintegration. Equation (5.27) 
is the solution obtained by Reddy. 

(b) C (,p) = 0, 1 + 2lUI3 > O. For this case in (5.17) one 
possibility is the trivial caseAi,i = 0 and the second isAi.i =1=0 
and AiJi = ° which, by Eq. (5.18), implies 
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A (tP)tP2,u + B (tPJtP.uu = 0. (S.28) 

Integrating AI,ii = 0 we have 

u =AI +A2 +AJ =g,xl +g~2 +gJX3 +g4, (5.29) 

whereg" g2' g3' andg4 are constants of integration. The field 
equations (5.6) and (5.8) reduce to 

,p,i"'.j(f - 1) + ,p,p.ij = 0, (5.30) 

g"bba,p.b = 0, (S.31) 

and so the field equation (S.7) is also satisfied in view of(S.22) 
and (5.30). Considering (S.29), (S.30) and (5.31) become 

gig} (~.u(f - 1) + ",,p.uu) = 0, (5.32) 

(S.33) 

At least one of the gi'S must be different from zero and so 
implies 

~.u(f - 1) + tP,p.uu = 0, 

which has the solution 

,p = (Clu + C2)1I.t; 

where C, and C2 are constants of integration. 

(S.34) 

(5.35) 

In particular when all the bi 's in (S.2) are zero, (S.3S) is 
the solution which can be obtained from the static case of 
Penney's solution by applying the transformation from Ein­
stein's massless scalar equations to Brans-Dicke theory.4 
Other solutions can also be obtained from (S.21) and (S.3S) 
when the constant quantities bi's and gi'S are related by the 
equation (5.33). 

Second case, Cf,p)=I=O: If C(,p)=I=O, by (5.17) it implies 
that Au =/=0. Then Eq. (5.18) becomes 

A (,p),p2. u + B (,p)tP.uu = O. (5.36) 

Introducing (5.36) into (S.17), we have 

A .. =- ClIP) 
1.11 ,p.uB(,p)' 

(S.37} 

which in turn meansA,(xl).I' =A2(X2
).22 =AJ(X

3
).33 and 

this implies that Ai,ii = k = const =1= 0 and on integrating this 
expression we obtain 

u = ~k [(XI)2 + (x2f + (X 3 )2] + fIx' + f2x2 + f3x3 + m,(5.38) 

where k, 11,/2,/3, and m are constants ot mtegratlOns. 
Now applying (S.38) into the field equations, we obtain, 

for (5.17) and (5.18), which combined represent (S.6), 

2k (u + q)D (tP),p2. u + 20" [2k (u + q),p.uu + 3ktP.u + p] 

+ kB (,p),p.u = 0, (5.39) 

A (",),p2. u + B (,p),p.uu = 0, (5.40) 

for (5.7), 

2k (u + q)D (,p),p2.u + 20" (2k (u + q),p.uu + 3ktP.u ] - pl,p 
=0, (5.41) 

for (5.8), 

4k (u + q)u'tP2,u + 2k (u + q),p.uu + 3k,p.u + p = 0, (S.42) 

where 

p = {,p.JV)gij(kXi + ()bj , 

q = (// + 1/ + 1/)l2k - m. 
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Subtracting (S.39) from (S.41), we obtain 

p = kt/!.u· (S.43) 

Equatingp given by (S.43) withp given earlier one arrives at 
the relation between the constants in the form C = L;l;h;lk. 
Equating (S.39), (S.40), and (S.42) with (5.43), we obtain 

w I 
u" - U,2 + - - = O. 

6 t/!2 

The solutions of equation (S.44) are the following. 
If - Zw/3> 1, 

e2a = C2/¢ {cos[ln(C I¢)] - i12F, 

where 

j= (-1- Zw/3)1!2, 

(S.44) 

(S.4S) 

and C, and C2 are constants of integration. This solution we 
consider unphysical because of its singularities. 

If 1 > - 2w/3, 

e2" = [C,¢J i_I] III + ill' - Ii - 1)l1i - C,II¢ Ii - II/C,C
2
, (S.46) 

where, 

i = (l + Zw/3) 1/2. 

For this case the solutions for ¢ (u) became rather complicat­
ed and not of much physical interest. We just point out that 
when w = 0 it implies that ¢J must be constant and then we 
have flat space-time. 

If 1 = - 2w/3, 

e1a = 1/¢J [In(C,¢ WC2 , 

and the solution for ¢J (u) is 

C,¢ = exp{C3u). 

6. CONFORMAL TRANSFORMATION 

Assuming the conformal metric 

g"ll = (1!¢)g"f3' 

we can write the Einstein tensor 

1080 

G"13 = Ga{3 + ~(1!¢2)(¢.a¢.{3 - ~crf3t/!.y¢·r) 
- (1!t/!) (t/!:a{3 -ga{30¢], 
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(6.1) 

(6.2) 

where Gall is given only in terms of ga{3' If 

01,b=0, (6.3) 

any vacuum metricg;,{3 by (6.1) generates a vacuum Brans­
Dicke metric ga{3 with w = -~. 

If g,,{3 is an electrovacuum metric satisfying 

- - [- - 1 - - 15] G"{3 = - 81TEa{3 = - 81T FY"Fy{3 - -ila{3Fy15 FY , 

(6.4) 

then gcr{3 given by (6.1) along with 

F"rl = F,,{3' (6.S) 

is a solution of Brans-Dicke--Maxwell fields subjected to the 
condition (6.3) and w = -~. 

One particular case is whenga {3 is the flat metric, which 
means that ga{3 is conformaly flat, assuming ¢ is only r-de­
pendent, the wave equation (6.3) becomes 

t/!" t/!' 2 -- -+ -=0, 
¢' ¢ r 

(6.6) 

which has the solution 

(6.7) 

Equation (6.7) is the solution obtained by Reddy. 
The above transformation relations are quite analogous 

to those of Janis, Robinson, and Winicour. However, these 
cases were not discussed separately by these authors in their 
paper, although they need separate attention and lead us to 
some interesting cases. 
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This paper shows that for gravitational radiation from slow-motion, harmonic sources, the formal 
power series obtained by expanding the 0 (~) wave-metric functions in inverse powers?f r is a 
valid asymptotic expansion, provided the phase is expressed in terms of a properly stramed null 
coordinate. The theorem proved here is useful for applying outgoing wave conditions in the 
neighborhood of f+. 

PACS numbers: 04.30. + x 

1. INTRODUCTION 

The construction of approximate radiative solutions of 
the field equations of general relativity requires the imposi­
tion of some kind of boundary condition in the wave zone 
that selects from the totality of all solutions a subset satisfy­
ing some physical requirement. Examples of such require­
ments include 1) no incoming radiation at f-, 2) purely 
outgoing waves near f + , or 3) a condition guaranteeing the 
causal nature of the field. For waves on Minkowski space, 
the connections among such conditions are well understood: 
Solutions constructed using a retarded (or "causal") Green's 
function are outgoing at f+. Leipold and WalkerI have fur­
ther shown that all solutions satisfying a condition to ex­
clude incoming radiation at f- are retarded. However, the 
converse statement is false unless the sources are sufficiently 
quiet in the infinite past. 

In a curved space-time, a precise and useable statement 
of the physical requirements is far from obvious. For test 
fields on asymptotically flat backgrounds, one can in princi­
ple construct a retarded Green's function. 2 Bird and Dixon3 

have shown that retarded integrals formed using such 
Green's functions are finite and that incoming radiation is 
excluded-provided the sources satisfy certain boundedness 
conditions in the infinite past. (These conditions resemble 
those imposed by Leipold and Walker to exclude incoming 
radiation in the flat-space case.) However, the structure of 
their integrals near f+ is unknown. 

In the general case, Green's function methods fail be­
cause 1) the geometry of space-time is not prescribed but 
rather is part of the problem; 2) the equations that describe 
this geometry are nonlinear. Kovacs and Thome4 have pro­
posed an iteration scheme in which at each stage one con­
structs the metric from a retarded integral whose causal 
Green's function depends on the metric found in the pre­
ceeding stage. Unfortunately, even in the case of scalar per­
turbations of Schwarz schild only the asymptotic behavior of 
these Green's functions can be expressed in closed form. 
Furthermore, it is not yet known under what circumstances 
such an iteration scheme leads to a uniformly valid asymp­
totic expansion-let alone a convergent one. 

Although "retarded solutions" have no precise mean­
ing in fully nonlinear geometrodynamics, one might hope 

that a notion of causality in general relativity would apply. 
However, the implications of such a condition for the fields 
at f- are unclear: Imagine a source that is stationary for 
retarded times U < uQ• A seemingly reasonable definition of 
"causal" solutions would require the field h resulting from 
such a source to be stationary for all u < uo' However, Ger­
och5 has shown that a sourceless field in curved space-time 
may have zero data at f - and yet produce radiation at f+ . 

Hence, merely specifying "no incoming radiation" may be 
insufficient to guarantee "causal" solutions, since sourceless 
radiation might occur at retarded times earlier than uo. 

A further difficulty arises-even when Green's func­
tions are available-with the imposition of conditions at f­
such as are needed to exclude incoming radiation. All such 
conditions require a knowledge of the source behavior in the 
infinite past. However, the source motion cannot be speci­
fied ab initio but must be determined as part of the problem. 
Walker and Will6 have found that a condition for absence of 
incoming radiation is indeed satisfied by binary systems in a 
Keplerian orbit subject to perturbations that were calculated 
by assuming the validity of Burke's 7 radiation reaction po­
tential (expressed in the form given by MTW8) into the infi­
nite past. However, this potential is only known to be uni­
formly valid over 5/2-PN time scales [0 (period/~)]. The 
structure of real physical sources such as the binary pulsar 
PSR 1913 + 16 in the infinite past is uncertain. One would 
like a result stating that the system's formation has no mea­
surable effect on its current damping rate. 

The Walker-Will calculation also ignored large errors 
(nonuniformities) arising from the divergence of the true 
space-time characteristics from the flat-space ones actually 
used. We have found that such nonuniformities can lead to 
divergent integrals in higher orders. (However, Walker has 
recently found 9 that use of the correct characteristics does 
not modify the conclusions of Walker-Will.) 

Before trying to find an approximation scheme that will 
predict the behavior of a system into the infinite past (in 
order to verify whether or not boundary conditions at f­
have been satisfied) one can pursue the more modest goal I 0 of 
describing a system to appropriate (i.e., observational) accu­
racy in some space-time region of interest. In the case of 
radiation from a system that is small [0 (~)] compared to a 
typical wavelength, the method of matched asymptotic ex-
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pansions first used for such a system by Burke 7 appears to 
have this capability. 

To use this method, one needs separate asymptotic ex­
pansions in the wave-, near-, and possibly body-zones (the 
latter if internal gravity is strong 1 1.12). In the wave zone, one 
needs a boundary condition to select out physically accept­
able solutions. However, since the complete wave-zone solu­
tion includes regions within a few wavelengths of the 
sources, the wave-zone solutions beyond linearized order 
will contain both outgoing and incoming parts-the latter 
due to backscatter off the inhomogeneities of the metric. 
Only in the limit r ----+ 00 will the solution contain purely 
outgoing waves. Thus, our proposed boundary condition (to 
be made more precise below) is that solutions in the wave 
zone shall have the asymptotic form of outgoing waves. 

The problem to be addressed here is that aformal series 
in, e.g., inverse powers of r (with coefficients functions of 
retardation variable and angle) need not be a valid asymptotic 
expansion. Such an expansion might omit terms oflogarith­
mic order and thus make large errors. Such errors in fact 
occur when one uses the naive retarded variable t - r out to 
infinity. This paper shows that, for harmonic, slow-motion 
sources, the retarded wave-zone solution at 0 (c~) [including 
o (EX) contributions from nonlinear source terms] does have a 
valid asymptotic expansion of the form 

provided the retardation variable u is corrected or 
"strained" to the Schwarzchild form u = t - r*, where 
r* = r + 2m In(r - 2m). 

2. THE THEOREM 

(1) 

The wave-zone fields at 0 (E8), viewed as a perturbation 
of Minkowski space, have sources arising from nonlinear 
combinations of the 0 (e) quadrupole radiation and 0 (E3) 
static monopole terms. The divergent integrals that these 
nonlinear sources produce at 0 (E8) in the straightforward 
expansion can be eliminated by generalizing the form of the 
wave-zone expansion as follows: 

g,IV -gl'v(X;E3) + c~hl'v(x;E3). (2) 

The implicit dependence on E3 is a way of including the static 
monopole terms as part ofthe background. The zeroth-order 
metric gl'v corresponds to a Schwarzschild solution with 
mass m proportional to E3

, and the implicit dependence of 
hill' on c' will be represented by a dependence on m. 

Expansion (2) thus reduces the problem to a linearized 
perturbation of Schwarzschild. Removing a factor e - hu' , 

decomposing into L = 2 even-parity harmonics, and special­
izing to Regge-Wheeler gauge gives the familiar 13

- 'S set of 
coupled ordinary differential equations. In particular, the 
metric functions in these equations can all be expressed in 
terms of a single function j( (in the notation of Ref. IS) which 
satisfies the Zerilli equation 16 

d 2j( ~ 
-2 + [u/ - V(r;E)]K = 0, (3) 
dr* 

r* _r + 2m In(r - 2m) , (4) 
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where 

V(r;€)=(l _ 2m/r) [ 24~ + 24m~ + 36m
2
r + 18m

3 
] 

~(2r+ 3m)2 
(5) 

is an effective potential. 
Of course, the Regge-Wheeler gauge is not the usual for 

radiation problems because it introduces spurious linear (in 
r) terms near infinity. However, these terms can be removed 
by transforming to a well-behaved gauge l4 and do not affect 
our conclusions. 

Our theorem can be stated as follows: The Regge­
Wheeler metric functions h = (H, HI' K ) have solutions with 
asymptotic coordinate expansions valid as r ----+ 00, of the 
general form 

h_eiwr* I cnr- n • (6) 

The proof applies a theorem due to Erdelyi 17 to Zerilli's 
Eq. (3): Consider the equation 

tP" + q(r)tP = 0 (7) 

and suppose q(r) has an asymptotic expansion in inverse 
powers ofr, 

q(r)- Iqnr-n. 

Then 1) 

(8) 

tP-eflrIcnr-p-n, (9) 

where 

fl 2 + qo = 0, (10) 

- W p + q I = 0, (11) 

2flncn = (p + n)(p + n - l)cn _ 1 

n+1 
+ I qvcn + 1 _ v' n = 1,2,... (12) 

v=2 

is an asymptotic expansion of tP, and 2) the function 

can be formally differentiated term by term to produce a 
valid expansion. 

To put Zerilli's equation in the form (7), introduce a new 
dependent variable tP satisfying 

i = tP(l - 2m/r)-1/2. (14) 

The coefficient function q(r) in Eq. (7) then becomes 

q(r) = (1 - 2mlr)-2[U)2 - V + 2mr- 3 
- 3m2r- 4

] (15) 

and the coefficients qo and q I are 

(16) 

ql = 4mU)2. (17) 

Note that our q(r) does have an asymptotic expansion in in­
verse powers of r. Application ofEqs. (9)-(11) then gives 

tP-exp( ± iU)[r + 2m In(r - 2m) + 0 (E6)]) I Cnr~ n, 

( 18) 

J. Anderson and R. Kates 1082 



                                                                                                                                    

completing the prooffor t/J. 
The metric functions H, HI' and K of Refs. 13-15 are 

given in terms of K by the following equations: 

K(r) =gK +R. (19) 

HI(r) = w(hK + kR), 

H(r) = (2r + 3m)-I[aK + bHI], 

where 

R (r)=dK /dr* = (1 - 2m/rldK /dr, 

g(r)= 6r + 6mr + 6m
2 

, 

r(2r+ 3m} 

h ( )
_. - 2r + 6mr + 3m2 

r=l , 
(r - 2m)(2r + 3m) 

k(r)= -ir 
r-2m 

a(r):=2r _ W
2r4 + m(r - 3m) , 

r-2m 

b (r)=iwr + ~m . 
lwr 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

(26) 

(27) 

These metric functions will have valid expansions of the 
form (6) provided the derivative dt/J/dr has such an expan­
sion: The various multiplicative factors in Eqs. (19)-(27) have 
valid expansions in r- I

, and in that case the formal substitu­
tion of coefficients 17 gives a valid expansion of the desired 
form. To show that dt/J/dr has an expansion of the form (6), 
we observe that 

dt/J/dr = [(JJ - pr-I)z(r) + dz/dr]r-Peflr (28) 

and apply the second property of Erdelyi's theorem stated 
above. 

3. CONCLUSIONS 

The theorem states that if the correct null coordinate 
u = t - r* is used, then the Regge-Wheeler metric functions 
have valid asymptotic expansion of the form (6) in inverse 
powers of r. Our result of course applies only to an approxi­
mate system of equations, accurate to 0 (~). At higher or­
ders, it may be necessary to further refine or "strain" the null 
coordinate u to avoid nonuniformities. Nevertheless, as a 
statement about approximate fields, our theorem is in some 
ways more powerful than the usual "peeling theorem", 
which merely relates the first few coefficients of a formal 
series to properties of the curvature on f + . Our result states 
that the formal expansion in inverse powers of r is in fact a 
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valid asymptotic expansion, and therefore the errors in the p­

term approximation 

(29) 

are o(r-P). Finally, we note that Erdelyi's theorem implies 
nothing about the existence of an asymptotic expansion of h 
near f-. [Such an expansion of the form (6) with e;"'''- re­
placed by e - ;6)"- does of course exist for the advanced solu­
tion of the Zerilli equation.] Furthermore, from the results of 
Bardeen and Press, 18 one knows that Schwarzschild test 
fields obeying the regularity assumptions of the Penrose 
peeling theorem at f+ do not necessarily obey them at f­
For these reasons-together with the need to know the 
sources of the fields in the infinite past-the ideal of "solving 
the Cauchy problem for prescribed conditions excluding in­
coming radiation at f-" does not lend itself to direct calcu­
lations using matching techniques. The problem of showing 
that matching solutions obeying our "causality conditions" 
also satisfy reasonable physical conditions (such as the exclu­
sion of incoming radiation) must await future work. 
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The equilibrium thermodynamics of the nonlinear Schrodinger model at finite temperature is calculated by 
means of the quantum inverse method. Working directly in an infinite volume we derive the equation of state 
and the integral equation which determines the excitation spectrum. This integral equation is found to be 
closely related to the Gel'fand-Levitan expression for the charge density operator. 

PACS numbers: 05.30. - d, 03.65.Db 

I. INTRODUCTION 

Exact solutions to certain completely integrable quan­
tum field theoriesl

-4 have revealed that the vacuum and 
other physical states of these theories have a nontrivial 
structure which is most conveniently described in 
terms of many-body distributions. For example, in the 
massive Thirring model1 the vacuum is a Dirac sea 
with a nonuniform distribution of filled negative energy 
modes while the description of excited states entails a 
"backflow" function which expresses the response of the 
Dirac sea to the excitation. The technique which has 
been used to determine these distribution functions, 
and thus calculate the energy spectrum of the theory, 
is patterned after the treatment of the o-function Bose 
gas by Lieb.5 First the system is placed in a box of 
length L and periodic boundary conditions (PBC's) are 
either imposed on the Bethe ansatz wave functions or 
obtained from the algebra of scattering data operators 
in the quantum inverse method.6

-
10 For finite L, the 

PBC's are a complicated set of transcendental equa­
tions which restrict the allowed values of rapidity or 
momentum for the filled modes. Fortunately, in the 
limit L -00, the PBC equations reduce to fairly simple 
linear integral equations which determine the vacuum 
distribution and backflow functions. In the relativistic 
models which have been studied, these integral equa­
tions can be solved explicitly by Fourier transforma­
tion, leading to exact spectral results. 

Although the periodic boundary condition method is 
quite powerful and leads to exact results, there now ap­
pear to be compelling reasons to re-examine the details 
of the method with a view toward eliminating the use of 
a finite box entirely. In addition to the obvious aesthe­
tic obj ection to using a box to compute quantities which 
ultimately have little to do with the presence or nature 
of the box, serious practical problems arise in the for­
mulation of the quantum inverse method in a box of fi­
nite length. In the infinite volume case L =00, the al­
gebra of the scattering data operators a(~) and Ii(~) is 
especially simple and leads to elegant properties for 
the reflection coefficient operator R(£:.) - b( t)a -1(1:). 

[See Eqs. (1.6).1 Although the algebra of a and Ii oper­
ators can be derived for finite L, it is more compli­
cated than the L ="" case (e. g., an extra exchange term 
appears in the a-Ii commutator), and simple relations 
for the R-operators are not obtained. In fact the utility 
of the R operator seems to be entirely destroyed by the 
introduction of a finite box. Since the simple proper-

ties of the R operator are at the heart of the Gel'fand­
Levitan transformation10 (which is the inverse part of 
the quantum inverse method), it is apparent that the 
use of a finite box has serious drawbacks. It would be 
reassuring and perhaps enlightening if the spectral inte­
gral equations which are usually obtained from Bethe 
ansatz periodic boundary conditions could be derived 
directly in the infinite volume theory without resorting 
to a box. In this paper we will show that for the o-func­
tion gas (quantum nonlinear Schrodinger model), such 
a derivation is not only possible but leads to new in­
sight into the structure of the Gel'fand- Levitan trans­
formation. We find that the Gel'fand-Levitan expres­
sion for the charge-density operator .io(x) = <f:>*(x)¢(x) 

is closely related to the spectral integral equation for 
the finite temperature o-function gas first derived by 
Yang and Yang.l1 

The connection between the spectral integral equation 
and certain almost-forward matrix elements of the 
charge denSity operator was pointed out some time ago 
in the course of a graphical calculation of the partition 
function [see Ref. 12, Eq. (4.14) e{ seq. J. At the time 
no means were available for studying these matrix 
elements directly, and the calculation was carried out 
by an indirect method using unitarity of the M~ller 
wave operators. Although the calculation in Ref. 12 
demonstrated that the spectral integral equation and 
partition function of the o-function gas could be obtain­
ed without introducing a finite box or periodic boundary 
conditions, it required a delicate treatment of the iE 
-0 limit in certain singular denominators. The meth­
od discussed in this paper utilizes a direct calculation 
of matrix elements of .io(x) starting from the Gel'fand­
Levitan expression for that operator. It requires no 
delicacy in the treatment of iE'S (which may in fact be 
ignored throughout) and exposes a remarkable corres­
pondence between the expansion of Jo(.>:) in powers of the 
Rand R* operators and the expansion of the spectral 
integral equation in powers of its kernel. 

The nonlinear Schrodinger model is described by the 
Hamiltonian 

0.1 ) 

where ¢(x) is nonrelativistic boson field with canonical 
commutation relations 

l<f:>(x), ¢*(x')\=o(x-x'). (1.2) 
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The quantum inverse method for this model is imple­
mented through the linear Zakharov-Shabat eigenvalue 
problem13 

(i :x + H}Vl =- VciV2<P , (1.3a) 

( i ~ - H)iV2 = Vc<p* iV l. ax .. (1.3b) 

The scattering data operators a(~) and b(~) are defined 
in terms of the Jost solution lJ!(x, ~) with the properties 

[IJ itx/2 _(lJ!l(X, ~)J - (a(Oe
UX/2 J e <--~ <-.~ b(~)e-ft./2 

o Ji;!(x, 0 

(1.4) 

The fundamental operators R(~) are given by 

R(i:) = (i/Vc)bU)a-lW (1.5) 

and may be shown to obey the following simple commu­
tation relations: 

[H, R*Wl= ~2R*W, 

R(~)R(e) =S(~f _ ~)R(~f)R(~), 

RWR*(~f) '" S(~ - nR*(~f)R(~) + 27T6(~ _ ~f), 

(1.6a) 

(1.6b) 
(1.6c) 

where H is the Hamiltonian, and 5 is the two-body 5-
matrix 

sU - ~fl= (~_ ~f _ ic)/U _ ~f + ic) . (1.7) 

From these relations we see that the states I kl ... kn) 

defined by 

I ki ... k.) = R* (k1) ••• R* (kn ) I 0) , (1.8) 

(where 10) is the vacuum state with <p(x) 10) = 0), are 
eigenstates of the Hamiltonian: 

(1.9) 

These states are identical with those obtained previous­
ly by means of Bethe's ansatz. The inner product be­
tween two such states may be easily obtained from the 
commutation relations (1.1). 

The inverse transformation from the R operators 
back to the Heisenberg field <p(x) is accomplished by 
means of the quantized version of the Gel'fand-Levitan 
equation. By USing the analytic properties in E, of the 
Jost solution x(x, ~) with the behavior x(x, ~) _(~)e-"xl2 
as x -+x>, it was shown in Ref. 10 that the components 
Xl and X2 may be expressed as expansions in the opera­
tors R( E,) and R* (~). The asymptotic behavior of Xl 

Al(X, ~)eltx/2 ~- (,fC/01>(x) + O(l/e) 

yields a corresponding series expansion for the field 
operator <p(x). Some properties of this expression have 
been studied in Refs. 10 and 14. In this paper we use a 
similar series expansion for the charge denSity opera­
tor jo(x) = ¢*(x)<p(x) which comes from the asymptotic 
behavior of the other Jost solution component, 

( .t)UX/2 __ 1 iCjo'(f)dxf 0(1) 
X2 .\, ~ e {-~ - ~ x Jo x + r' (1.10) 

From this and Eq. (40) of Ref. 10, we obtain the result 

. '_) ~ .Oll(.) 
.l0\-1 = L..J Jo .\ . 

.11 =V 
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(U1a) 

where 

j~II)(X) = (_ c)1I fIT {dk t dfl} 
1:1 (27T) 

x ('£p - D)e-((GP-~lx 
M n {(Pt - k l - iE)(PI - kj+l <~ iE)}(PI/>l - kl/>l - iE) 

1 = 1 

(1. lib) 

In Sec. II the expansion (1.11) will be used to calculate 
the partition function of a finite temperature gas. The 
combinatorics of the series is reduced to an integral 
equation which is just the equation of Yang and Yang. 
In the T -0 limit this reduces to the results of Lieb. 
Section III contains some concluding remarks. 

II. PARTITION FUNCTION OF I)-FUNCTION GAS 

The purpose of this section is to compute the partition 
function 

Q({3, jJ.) = Tre8("V-Hl , (2.1) 

where N = r dx ¢*(x)¢(x) is the number operator, H is 
the Hamiltonian, {3 is the inverse temperature, and jJ. 

is the chemical potential. Actually we will compute the 
extensive quantity InQ, which was shown in Ref. 12 to 
have the representation 

InQ=~i_~ TrY(q)e8("N-H) , (2.2) 

where the operator Y(q) is defined by 

Y(q) = e -i4KW 1 f~ dx jo(x)e iNOX 
• 

-~ 

(2.3) 

Here K = ( dx x¢*(x)¢(x) is the Galilean boost operator 
with the property e i4K R*(k) = R*(k + q)e'oK. Note that 
formally the limit q - 0 of Y(q) is the unit operator, and 
that in diagrammatic language the effect of taking the 
limit q - 0 outside the trace is just to pick out the con­
nected pieces which go to make up InQ. In the quantum 
inverse method this representation of lnQ is very con­
venient since Eq. (1.11) expresses jo(x) in terms of the 
fundamental operators Rand R* which have simple 
commutation relations with the Hamiltonian. The op­
erator Y(q) commutes with the total momentum opera­
tor p =h r dx ¢*7J:Cp, and so when we take the trace the 
x integration in (2.3) becomes trivial yielding a factor 
21TO (0), which we interpret as the spatial extent L. Us-
ing the expansion (1.11) for jo(x) we then find that the 
pressure (J' =f'J-1a InQ/aL may be written as 

(J' = {3-l lim q Tre -.,K .J eli" N-H), 
~ -0 

where the operator J is given by the expansion 

J= t.flf
) 

If~O f nll •
l {dk dP } 

= L(-C)II 1=1 ~ 
11=0 

X R*(PM+l)'" R*(Pl)R(k1)" • R(kM>l) 
M IT {(PI- kt)(PI- k,>l)}(PI/+l- kl/+ l ) 

1.1 
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That the limit in (2.4) is nonzero is due to the denomin­
ators in (2.5), some of which become of order q when 
we take the trace. In order to compute this trace we 
need to evaluate the quantity 

A(\I)(q) = Tre-/oK R*(p \1+1) ... R*(Pl)R(k1) ... R(k \f+l)erJu IV -H) , 

(2.6) 

which is shown in the Appendix to be given by 

AII/)(q) = (_ 1)1/+1 "1"~+1'1 [ij (_ 1)"le"/8IU -Il~) 
x (k 'f+1 + n\l+lq,. ., kl + 111q Ip \1+1 ... Pl){1 + 0 (q))] . 

(2.7) 

The additional terms of order q have no effect as q-O 
and will be omitted in the following. 

Let us use this result to evaluate the contribution to 
the pressure of the first few terms of (2.5). The zeroth 
term gives 

<p(Q) =_.!. J dkl t (- 1)"1 e"l 81~ -Ili) 
j3 21T "/=1 111 

2 =_.!. f dk l t (- 1)"le"181~ -~l) 

6 21T "1 cl 111 

=.!. f dk1 In(1 + e81~ -Ili» 
~ 21T ' 

(2.S) 

which is just the well-known expression for the pres­
sure of a free Fermi gas. This is at first surprising 
since the explicit powers of c in the expansion (2. 5) 
might indicate that it is a small coupling expansion, so 
that the zeroth term should give the pressure for a free 
Bose gas. In fact however, we shall find that due to 
the implicit c-dependence of the operators R, the high­
er order terms are actually an expansion in the kernel 
t:.(p - q) given by 

t:.(p - q) = (2c)/[(p - qf + c21, (2.9) 

which vanishes as c -00 but gives 21TO(P - q) as c - O. 

To see this pattern begin, let us consider the next 
term j1) in the series for J. Before taking the trace 
it is convenient to symmetrize the integrand of jl) over 
kl and k2 and over Pl and Pz and then use the commuta­
tion relations (1.6) to recover the original ordering of 
the R's and R*'s in each term. In this way we obtain 

R*(P2)R*(Pl)R(kl )R(kz)(Pl + pz - k1- kz)(k l ·- k2)(pz - Pl) 
x (Pl _ kl)(Pl- kz)(pz - k1)(P2 - kz)(kl - kz + ic)(pz - Pl + ic) 

(2.10) 

After this symmetrization the contributions to the pres­
sure coming from the two terms of the matrix element 
(kz + 11zq, k1 + 111q IpzPt) in the trace A(1)(q) are equal, so 
that we may replace this matrix element by 2(21Tfo(P1 
- k1- 111q)O(PZ - kz - I1zq). We see that possible poles 
as q -0 are cancelled by two powers of q in the numer­
ator so that the limit q - 0 is finite and given by 
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" 
1 f dkl dkz t:.(kl- k

2
) t l1i1 n (_1)nje"!81"-Il~) 

- {3 21T 21T nl'''2~1 1=1 
2 

[ 1 611' -Il:p \ 
1 f dk1 dk2 (k k) ~~.--:.J.- (2.11) =-(3 -"2t:. 1- z , 

21T 1T 11+eS(.i-~)1 

Note that by combining <p
(0

) and ()'Il) and expanding in the 
fugacity z = eill" [and multiplying by 21To(0)f31 we recover 
the well-known result for the second virial coefficient 

(2.12) 

Let us now consider the general Mth term in the ser­
ies. Although the details are somewhat complicated the 
essential pattern of the computation is the same; after 
symmetrizing over Rl .•• R 1/+1 and over P1 ••• P,1I+1 the 
limit q - 0 is seen to be finite and the c-dependence ap­
pears only in the form of M kernels t:.(J?j -l?j). Expli­
citly we find15 

(p(\I) _.!. f dkl ... dkl/+l (- 1) 11+1 

- {3 (21T)·II+i(M + 1)! 

<:; M ~1 n .13(jJ. -k2.) 

X L )'II (_1)"1 e. I l1~j-1 
e~/E SM r0 i=1 I1j 

(~ ) II x L.Jnj t:.(kj-k), 
1 {~i'kj)Eel/ 

(2.13) 

where $\1 is the set of all collections e.\! of M pairs {ki' k j } 

with i * j such that each k j appears in at least one of the 
pairs {k/, kj}' The integers nij ~ 1 indicate the number 
of pairs {kl, k j } which contain kj' For example, the 
AI = 2 term may be written explicitly as 

<p IZ ) =_.!. f dkl d~z ~k3 t n (_1)"/en/B(u -Il~) 
.B (21T) 3· "1'''2 '''2=1 .=1 

(2.14) 

where t:./j",t:.(k/-k j ). Summing (2.13) over At from 
zero to infinity and using the symmetry in the k i and 11 I 
to replace Lfti by (M + 1)111 we obtain the desired ex­
preSSion for the pressure 

xnl II t:.(ki-k). (2.15) 
II" ,Eel! 

We now show that this result may be expressed in 
terms 0f a certain nonlinear integral equation. Let us 
define (),(k!, 111) to be the above expression but with the 
integral dk1/21T and the sum over 111 suppressed, and let 
(P(Rl) be 6:1=1 C1'(kl, 111). Also we introduce a quantity 
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a(kd which is essentially those terms of (\'(kl, n1) with 
m1 == 1 and external factors omitted, i. e., 

a(k1) ==.!. L: (- 1),M+1 L f dk2 .. '1kM+1 
(3.1(.1 M. eES' (27T)' 

M .1( 
00 .Vt-l 

X L II (- 1)" Ie" ,ac" .... ~lnjr2 
"2'·' ·"M+1=1 ,~ 

x II A(k,-kj ), (2.16) 
{kj.k j } Eel( 

where S.;, is that subset of Sit whose elements eM have 
m1 = 1. Then it is a simple combinatorical exercise to 
verify that these quantities obey the coupled equations 

(2.17) 

(2.18) 

so that 

(2.19) 

Combining these results we find that the pressure <P is 
given by 

<P == i J ~! In[l + ea {I' ~2 "",,(/Il}], (2.20) 

where a(k) obeys the nonlinear integral equation 

a(k) ==- i f ~: A(k - q) In[l + ea{" -q2 ""(1(q)} 1 , (2.21) 

in agreement with the result first obtained by Yang and 
Yang using a variational method. The quantity E(k) 
used by these authors is related to our a(k) by 

E(k) ==k2 
- fl + a(k). (2.22) 

We emphasize that our original expansion (2.4) and 
(2.5) for the pressure, which follows directly from the 
Gel'fand-Levitan expression for the charge density, 
corresponds term by term to an expansion of (2.20) in 
the kernel A(kl-k j ). 

III. DISCUSSION 

To summarize, we have found that the structure of 
the charge density operator jo(x) when expressed in 
terms of R-operators by the quantum inverse method, 
is directly related to the spectral equation which de­
scribes the thermodynamics of the system at finite tem­
temperature and denSity first derived by Yang and 
Yang. Using the Gel'fand-Levitan expression (1.11) 
for jo(x), the partition function was calculated from 
(2.2) and (2.3). The expansion (1.11) or (2.5) leads to 
the expansion (2.15) for the pressure in powers of the 
kernel A. This result was reduced to a Single integral 
(2.20), where a(k) is the solution of the nonlinear inte­
gral equation (2.21). The function a(k) is simply re­
lated, by Eq. (2.22), to the quantity E(k) introduced by 
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Yang and Yang. 
Some perspective may be added to these results by 

recalling that the function E(k) describes not only the 
pressure but the complete excitation spectrum of the 
theory. As shown in Ref. 5, the excitations are of two 
types, particles with energy E(k) and holes with energy 
-E(k). For multiple excitations the energies are addi­
tive. In the zero temperature limit these considera­
tions are found to be equivalent to the method of Lieb 
for computing excitation energies above the ground 
state. [Note that Eq. (2.21) becomes linear in the limit 
(3 -00. See Ref. l1.J In fact the Yang and Yang method 
provides a convenient Simplification of Lieb's result, 
with the bare energy of an excited mode and the back­
flow energy associated with the excitation combined into 
a single quantity E(k). A similar Simplification may be 
noted in the calculation of the massive Thirring model 
spectrum.1

•
2 In this case, the Lieb method is used, 

and the integral equation for the backflow distribution 
can be solved explicitly. The backflow energy associa­
ted with each excited mode combines nicely with the 
corresponding bare energy to produce a Simple result. 
Again the energy spectrum may be expressed as addi­
tive combinations of a single-particle function E(O!), 
which gives the energy of a mode with rapidity o!. 

From this Similarity one suspects that a method like 
the one described in Sec. II might provide an alterna­
tive derivation of the spectral integral equation for the 
massive Thirring model which does not rely on peri­
odic boundary conditions in a finite box. Such calcula­
tions must await an extension of the quantum Gel'fand­
Levitan method to this theory. 

In recent investigations of exactly integrable rela­
tivistic theories/-4 calculations have been carried out 
at zero temperature with emphasis on the construction 
of eigenstates. The method developed in this paper 
provides an interesting counterpoint to the usual ap­
proach. Here neither periodic boundary conditions nor 
explicit properties of the eigenstates were used to ob­
tain the integral equation which determines the spec­
trum. Only the Gel'fand-Levitan formula (1.11) and 
the algebra of R-operators (1.6) are used. The role 
of eigenstates is greatly diminished. This may be a 
useful shift of emphasis for integrable relativistic bo­
son theories (e. g., nonlinear sigma models) where the 
explicit construction of eigenstates has not been ac­
complished. It is also worth noting that the use of fi­
nite temperature is essential to the results described 
in this paper. This is apparent from the repeated use 
of the cyclic property of the Hilbert space trace for 
the derivation of Eq. (2.7) given in Appendix A. Cor­
responding expressions at zero temperature would in­
volve vacuum expectation values which have no such 
cyclic property. Moreover, the series expansion for 
E(k) which emerges from the Gel'fand-Levitan ap­
proach is not term-by-term finite at zero temperature. 
Only after summing the series in the form of an inte­
gral equation can the (3 -00 limit be taken. It may be 
that, in further investigations of exactly integrable 
theories, finite temperature calculations can provide 
a useful tool even for the study of zero-temperature 
theories. 
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APPENDIX 

In this appendix we show that A(II)(q), the trace of a 
product of R's and R*'s, defined in (2.6) is Eq. (2.7). 
One way to do this is to use Bethe ansatz st ates (1.8) to 
perform the trace at fixed particle number /1 and then 
sum over II. Here we will adopt a more formal, but 
equivalent, method which employs the cyclic property 
of the trace. First look at the case AI = 0 

(Al) 

Using the cyclic property of the trace and the algebra 
of the R operators (1.6) we secure the relation 

1\rO)(q;p, k) =ze-
1Jk2 {21TO(k + q _ p) Tre- iqK eB(I'N-Hl 

- S(1nq - p) Tre-U,K R*(p)R(k + q) 

X eOCI' -N -H)\" (A2) 

where z = e"" is the fugacity. Owing to momentum con­
servation only the zero particle state contributes to the 
trace in the first term so that , 
1\ (Q)(q; p, I?) = eBrl' . ..-J{ (k + q Ip) + s(1? + q - p)1\CO)(q; p, k + qH , 

(A3) 

where we have used (k + q 1M = 21TO(k + q - p). Iterating 
this result we obtain Eq. (2.7) for the case ,\1 = 0 

(M) 

where 
n -1 

f,~O)( q, k) =z"e-i1<2 n S(Zq _nq)e- iJlk +,q)2 

2 
=_(_ Z)"C-n1Jk +O(q). (A5) 

We will prove a similar formula for arbitrary M by 
induction. Assume 1\(M-ll(q;P1 ... PII, k1 .. 'k ll ) has the 

form 

1\(1I-1)(q;{PI}, {!'It) = t fi:
j
i1) (q, {kl}) 

In I i"l 

X(f::,\/+I1Mq" 'k1 +n1qlplI" 'P1), (A6) 

where 
II 

fi~lli1) (q, {kIn = (- 1)\1 IT (- Z)"ie-nllJk~ + O(q) . 
1=1 

(A7) 

Consider now 

A(II)(q, {Pi}, {k It> =' Tre-/qK R*(PII+1) ... R*(P1)R(1'1) •.. 

(A8) 

Generalizing the previous technique, we cycle R(k ll +1) 

to obtain 
11+1 

1\(11) (q, {PiL {kj) =L + ze-d'211+1 IT S(k\l+1 + q - Pj) 
j=l 

where 
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If 

X IT 5-1(;'11+1 + (j -I?,) 
1"1 

x \(\1)( . {p }. 1 ... h 1, +) 
1 q, i' /<1 /<11, /'.\1+1 q, 
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(A9) 

A :\ fir -1l«(1 /)1 ..• P 1 Pl' . '/' /, ... I' ) , j -, j + ~f +1, \ 1 \ \I 

2(,-d'~f+1 t r:~I/(f{, il"i:) 
In i I .1 

i::::l. •• If 

(AI0) 

The second equality follows from the inductive hypo­
thesis coupled with the identity 

11+1 
\/f1l,1 .. '1f1 !/)U+l ... P1/= }' 21To(rf'f+1- p) tt 

1f·1 

X IT S(q,.1+1- p,) 
, =]."1"1 

xi ... '7 Ip "'p P "'p) \(III "1 .\/+1 j+l, j-1 1 , 

(All) 

which itself follows from the algebra of the R opera­
tors (1.6) Equation (A 9) can now be iterated yielding 
an infinite series for A(II). If we note that when multi­
plied by the inner product (1<.1/+1 t-nl/+\(!" 'k\ +J!\CfiPI/-! 
••• 1>1) we have the relation 

\I \I 

IT S(1.>\I+1 + 1I(j - p) IT S-1(1'11+1 + //(1- 1(1) =-1 + ()(q) , 
)=1 (=1 

(A12) 

then we find 

, 

x <I,'\/+! +lllldq" '1'1 +Jl1/f,PII+1" 'P1), 

(A13) 

with 

, ,(If) _ ( _)nMll,-.IIM41Bk~lllf(\l-1i +O(q) 
, {nil -- -.G ( 'I'll:' 

.\/.1 

.cc (_1).11+1 IT (_ z)nl(-"1 3< + O(q). 
1=1 

(A14) 

This completes the induction from ,1/ - 1 to :11. 
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A formula is derived connecting any wave function (k,qV> in the kq-representation with the 
corresponding amplitudes of the state If> on von Neumann lattices of states. The formula is used 
for establishing a possible interpretation for these amplitudes, for obtaining linear relationships 
between them, and for finding sum rules for the squares of their absolute values, and other related 
sum rules. It can also be used for establishing completeness criteria for the lattices of states and for 
defining a modified Hilbert space in which they become strictly complete. Particular attention is 
given to the coherent state lattice, but the discussion is extended to von Neumann lattices 
generated from an arbitrary state. Lattices generated from harmonic oscillator states are studied 
explicitly, and shown incidentally to lead to a wealth of summation expressions for Laguerre 
polynomials. 

PACS numbers: 05.30.Ch, 03.65. - w 

I. INTRODUCTION 

Coherent states were first introduced into quantum 
mechanics by Schrodinger. 1 Later they were shown to 
form a quantum mechanical representation2 and be ap­
plicable in numerous applications in quantum optics3 

and other fields of quantum physics. 4 

Formally, the coherent states are defined as eigen­
states of the annihilation operator 

(1) 

where A is associated with the constants m and w of a 
harmonic oscillator, >..2 = n; mw. Unlike x or p, the 
operator a is not Hermitian and its eigenstates, la), 
which are the coherent states, are nonorthogonal. Here 
a is given as follows 

(2) 

where x and p are the coordinate and momentum expecta­
tion values in the state i a). The coherent states : a) 
form a nonorthogonal and overcomplete set. 2,3 These 
two features distinguish them from complete orthonor­
mal sets commonly used in quantum mechanics, e. g., 
the eigenstates of a harmonic oscillator IN). In par­
ticular, given a system in the state If), the scalar pro­
duct (N If; has a probability interpretation, namely, 
i (N If) 12 is the probability to find the system in the 
state I N). Such an interpretation does not hold with 
respect to coherent states, and the quantity I(a If) 12 
can only be given an approximate semiclassical prob­
ability interpretation. 5 The latter seems to be a con­
sequence of the overcompleteness and nonorthogonality 
of the coherent states. 

At the very early stages of the development of quantum 
mechanics von Neumann6 suggested a physical way of 
how to choose a subset of coherent states which preserve 
the property of completeness. Such a subset is obtained 
by choosing only those states la"",) which correspond to 
discrete values a mn of the parameter a in (1) 

(3) 

where In and n are all integers, m,n=0,±I,±2, and a 
is an arbitrary real constant, The am. as defined in (3) 

form a lattice in the phase plane with a unit cell area 
equal to h, the Planck constant. We shall call this lat­
tice the von Neumann lattice and correspondingly la mn > 

will be called a von Neumann lattice of coherent states. 
It was late r shown 7 .8 that the subset of states I am.> 

form a complete set. Completeness is understood in the 
following sense: From (am. If)=O for all lam.) it fol­
lows that If) = O. In Ref. 8 it was also proven that the 
set ;a",.) is overcomplete by one state: that by re­
moving anyone state one obtains a strictly (or minimal­
ly) complete set of coherent states. The latter may be 
used as expansion basis for states and operators in 
quantum mechanics in a restricted sense. 8.9 

The nonorthogonality property is preserved by the set 
of states lam.)' Thus, for two coherent states la) and 
1m one has 3 

(4) 

This relationship holds also for the states I a mn> with 
the replacement of a and f3 by their discrete values ac­
cording to (3). It does not seem possible to modify 
the coherent states on a von Neumann lattice in such a 
way as to make them orthogonal. 10 Coherent states 
la) can be obtained from the ground state of a harmonic 
oscillator Kl) by applying to it the displacement opera­
tor D(a) in the phase plane 

la)=D(a)IO), 

where 

D(a) = exp(aat - a*a) . 

Correspondingly the states lam'> are 

lamn)=D(a m .) 10). 

It was shown in Ref. 10 that starting with any square­
integrable state 11') one can generate a general von 
Neumann lattice of states according to the rule (7) 

(5) 

(6) 

(7) 

(8) 

The Iv m.), which we also call a von Neumann set, are 
not, in general, orthogonal. However, in Ref. 10 the 
class of It'), for which orthogonality does hold was 
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found and the I v > turn out in this case to have the 
desir~ble propert;nof forming a strictly complete or­
thogonal basis. But it was pointed out at the same 
time10 that such states lose completely the semiclas­
sical features of coherent states. Thus the product of 
uncertainties of x and fi for them is t:.xt:.p =00. Since 
for coherent states t:.xt:.p = n/2 it is impossible to con­
vert them into an orthogonal von Neumann set without 
completely changing their classical character. Put in 
another way: states on a von Neumann lattice that pos­
ses coherence t:.xt:.p < 00 are necessarily nonorthogonal. 
This striking opposition between desirable coherence 
properties and desirable completeness and orthogonal­
ity properties is one of the motives for studying gen­
eral lattices of the type (8). 

Having defined a von Neumann lattice of states, one 
can correspondingly define the amplitudes (v m n If> for 
an arbitrary If> of the state space. Investigating dif­
ferent properties of these amplitudes will be the main 
subject of this paper. The investigation is carried out 
by establishing a close connection between the ampli-
tudes (v If> of the state If> and its kq-representa-
tion11 <k7~ If >. This connection is through the formula 
for the Fourier series expansion of the doubly periodic 
function (v I k ,q ><k ,q If >, where <k, q I v> is the kq -repre­
sentation of the generating state Iv> for the lattice. 
The Fourier coefficients of this expansion are equal to 
(_1)mn(v If >. Thus for the coherent state lattice in 
particul;r

n
, (-1)mn(O'mn If > are the Fourier coefficients 

of (0 Ik ,q ><k, q If>' where 10> is the harmonic oscillator 
ground state. The quantities (_l)mn(O'mn 10> are there­
fore the Fourier coefficients of the probability density 
I <k ,q 10> 12. Other cases of special interest are the lat­
tices generated from the harmonic oscillator state IN>. 

(9) 

[making a slight change of notation with respect to (8)]. 
The corresponding quantities (_l)mn(O',:;"n) IN> are then 
the Fourier coefficients of the probability density 
l<k ,q IN)I2. 

The connection between the amplitudes (v mn If > and 
the kq-representation <k, q If> for the state If> turns 
out to be fruitful in establishing different properties 
of the (v If > and of the von Neumann set {I v mrr>}' 
The most"important of these are completeness and 
closure properties, the latter leading to some useful 
sum rules. We have mentioned that von Neumann lat­
tices of states with coherence t:.xt:.p < 00 are nonortho­
gonal sets. The Fourier expansion formula can be used 
to show in a simple way that any von Neumann set 
{I v >} with coherence is not only nonorthogonal, but 
nec;~sarilY overcomplete (by one or more states), and 
also to obtain linear relationships between the ampli-
tudes (v If> on such a lattice. In particular all the 

mn . (N) >} 1 t harmonic oscillator lattices {I O'mn are overcomp e e, 
not only the coherent state lattice. Therefore we can 
say that overcompleteness always accompanies coher­
ence, which is a strengthening of the result of Ref. 10 
that nonorthogonality always does so. 

The same Fourier expansion formula is also used for 
finding closure relations for the II'mn>' For example, 
the sum of the squares of the amplitudes over the von 
Neumann lattice for any state If >, 
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(10) 
mn 

can be evaluated explicitly from these closure relations. 
This sum may be compared with the corresponding sum for 
the amplitudes (N If > with respect to the harmonic oscil­
lator states (or any other orthonormal basis). 

L: I(N If> 12 = (j If>. (11) 
N 

It turns out, not unexpectedly, that only for orthogonal 
(and normalized) von Neumann sets does (10) sum as in 
(11) to (j If > for all If > in the state space. However, 
the explicit expressions for the sum (10) and other sum 
rules obtainable from the closure relations give us a 
great deal of further information. In particular, they 
will enable us to define a modified and enlarged Hilbert 
space of states in which the von Neumann set Iu mn> be­
comes strictly complete. As a by-product, they lead 
to a wealth of expressions for double sums. In the 
case of harmonic oscillator lattices, these expressions 
are relations among Laguerre polynomials, many of 
which do not seem to appear in the literature. 

In Sec. II we shall deal only with the coherent state 
lattice as this is the most well known and important 
case. Then in Sec. III, which contains the main re­
sults, the discussion will be enlarged and extend to the 
general lattice of states (8). In Sec. IV the results are 
applied to lattices (9) of harmonic oscillator states. 
We conclude in Sec. IV. Appendix A contains some 
properties of the kq-representation wave functions used 
in the text, and Appendix B contains a discussion of the 
relationship between the Fourier expansion formula and 
the group theoretical properties of the displacements 
D(O'mn) in (7). 

II. VON NEUMANN LATTICE OF COHERENT STATES 

Given a state I> in quantum-mechanics one can choose 
to express it in different representations. 12 Thus, 
(x I> is the Schrodinger representation of the state I>. 
Similarly, one can write the expression (0' I> for this 
vector in the representation of coherent states. For a 
given vector If > we shall use the following notation2. 3: 

(0'If>=exp(-~10'12)f(0'*), (12) 

where f(O'*) is known to be an entire function of Cl'*, the 
complex conjugate of 0'. [See Eq. (2)]. In particular, 
(0' If> the amplitude of the vector If> on a von Neu-mn , 
mann lattice, is 

(O'mnlJ>=exp(-~IO'mnI2)f(0'~n)' (13) 

This amplitude is a scalar product of the two vectors 
10' > and If > and it assumes the following form in the mn 
x-representation2 

(0' If> = (_Omn J 1/J;\'(x)l/J(x + na) exp(-i(2rr/ a)xm)dx , mn 

(14) 

where I/Jo(x) is the ground state of the harmonic oscilla­
tor and I/J(x) is the x-representation of the state If >. 
To go over to the kq-representation we recall a few 
definitions. 11 The representation <k, q If > of If> is ob-
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tained from </J(x) by the transformation 

fJ?,q If)= (;rr) [Ie t~ exp(ikas)</J(q -sa). (15) 

The formula (15) shows that a wave function in the kq­

representation, fJ?, q If) satisfies the following period­
icity conditionsll 

v? +2rr/a,q If)= fJ?,q If), 

v? , q + a If ) = exp(ika) fJ? , q If ) . 

(16) 

(17) 

The variables k, q are cyclic and their space of varia­
tion is the unit cell of the von Neumann lattice 0 '" q < a, 
o ',k< 2rr/a, also called the kq-cell. The state space 
consists therefore of functions (k,q If) square inte­
grable on the unit cell, and the scalar product of two 
states If) and Ig) is 

(g II> = f (g Ik,q)fJ?,q II>, (18) 

where the integral is over the cell, and where (g Ik, q) 

= <k, q Ig)* as usual. Some properties of the functions 
fJ?, q If ) relevant to this paper are given in Appendix A. 

The harmonic oscillator ground state i 0) has the kq­

representation 

(/?,q 10)= (2rr~/2i\) [/2 t~ exp(ikas - (q ;i\~a)"). (19) 

It was previously shown[O that the states I (lim.) assume 
a canonical form in the kq-representation 

(k, q I a mn> = (_Om n exp(i(2rr / a )qm - iakn)(k, q 10) . 

(20) 

The amplitude (14)can therefore be written via the scal­
ar product formula (18) as 

(a mn If >= (_1)mn f (0 ik,q>(k,q If )exp(-i(2rr/a)qm + iakn) 

x dkdq. (21 ) 

Now it follows from the periodicity conditions (16) and 
(17) that any product of wave functions (k, q If) and 
(k, q Ig) in the form 

(g I k , q) (k , q If ) (22) 

is strictly periodic in both variables k and q. There­
fore the amplitudes (a mn If) in (21) can be interpreted 
in the following way: (-I)mn(a mn If > are the Fourier 
coefficients of the periodic function (0 I k, q )(/?, q if ). 
We have arrived therefore at the basic formula con­
necting the amplitudes (O'm n If) of any state If) on the 
coherent state von Neumann lattice with the wave func­
tion (/?,qlf): the Fourier expansion 

(Olh,q)fJ?,q If)= ;rr L (-I)mn(a mn If)exp(i ~rr qm -iakn). 
mn 

(23) 

It is important, for later discussion, to underline that 
the equivalence in (23) is strictly that of Fourier ser­
ies, and pointwise convergence in the kq-cell does not 
always hold. [:l Let us denote the expanded function by 
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F(k ,q) =0 (0 I k , q > (k ,q If ) . (24) 

Since (0 Ik, q) is a fixed function it follows that Eq. (24) 
defines a correspondence between any state If) and the 
periodic function F(k,q). It is clear that if (k,q If) 
is a square-integrable function then also F(k,q) is 
square integrable. This follows from the fact that the 
fixed function (k, q i 0) in (24) is smooth. The latter can 
also be written in the following way": 

(k,q i 0) = (a/2rr:l /2 i\)[ /2 exp(-(//2i\2)r\(z I T) , (25) 

with z -= ~ka - (i/2)(aq/i\2). In (25) 0.l (z IT) is the theta 
function[' which is an entire function of the variable z 
and has one simple zero at Zo = 11/2 - ia 2 

/ 4i\2 in a unit 
cell of the von Neumann lattice; the parameter T~ ia 2

/ 

211 ,,2. Equation (24) gives therefore a square-integrable 
periodic function F(k, q) for every square-integrable 
state if >. 

Let us return to the interpretation of the Fourier 
expansion (23). On the left-hand side we have the 
periodic function (0 II?, q )(k, q If ). Such a product can 
appear in physical expressions when one takes the 
square of the absolute value of the vector (: 0) + Ij ») 

in the kq-representation. This square will contain 
the terms ,(/?,qI0)1 2

, l(k,qlf),2, and the cross or 
interference term (0 iI?, q )(/?, q If>' The left-hand side 
of the expansion (23) can therefore be given the mean­
ing of an interference term and we arrive at the follow­
ing interpretation: (_1)mn(a mn if) are the Fourier coef­
ficients of the interference term (0 I I?, II )(k, q if) in the 
superposition of the states ,0) and if). In the particu­
lar, case when if)~ ,0), Eq. (23) assumes the form 

F,,(;?,q) = !(k,qI0)2= ;11 L (_1)mn(omn IO ) 
m.n 

(
. 211 . 1 ) 

X exp I ~qlll - WIlli , (26) 

where the subscript 0 denotes the ground state. In this 
case the left-hand side has the meaning of a probability 
density distribution for the ground state of a harmonic 
oscillator. Correspondingly, (-I)mn(a mn iO) are its 
Fourier coefficients. This means that the amplitudes 
«(Y mn ,0) can directly be obtained by Fourier analyzing 
the probability density Fo(k, q). 

Equation (26) can be written in an explicit form by 
using the expression (amnIO)=exp(-~i amnl") found from 
(4), and the definition for a mn in Eq. (3). We have 

1 { (/2 [., ( 211 .) 2 'J } Fo(k,q)=~~(-Omnexp-4i\2 w+ (/2" III 

(
.211 . I ) xexp I ~qm - WIn! . (27) 

This is an expression for the ground state probability 
density as a function of k and q. It assumes a very 
simple form for the symmetric case, when (211/(/2),,2 
= 1. When this condition holds, the expression (27) as­
sumes a fully symmetric form 

(28) 
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An another example, let us consider the case when 
If> = IN>, where I N> is the Nth harmonic oscillator 
state. In this case we have 

(
, 21T , k ) xexp 1 -;;qm - za n , (29) 

where we used the expression3 

(30) 

The formula (29) goes over into (26) when N = O. 
Let us consider the case, If> = I a>, where I a> is a 

coherent state. Using the formula [from (4)] 

(a la>=exp(-~la 12_~laI2+a* a), (31) mn mn mn 

we find from (23) 

Fa(k,q) '" (0 Ik,q>(k,q I a> 

(
, 27T , k ) x exp l-;;qm - za n . (32) 

The functions on the left-hand sides in (26), (29), and 
(32) are continuous with continuous derivatives of any 
order. Therefore their Fourier expansions converge 
to them uniformly in the variables k and q and the left­
and right-hand sides can be equated at every point. 13 

Thus, if we assume in (32) k=7T/a,q=a/2, the left­
hand side of this relation vanishes (this point is the 
zero of the function (0 I k, q » and we arrive at the fol­
lowing identity for any a: 

m. 

This identity was already obtained by Perelomov by 
other means. 8 It can immediately be generalized for 
any state If> with the property that (k,q If > is afunc­
tion whose second derivatives exist and are square in­
tegrable. For such a function (k,q If >, the function 
F(kq) in (24) will also satisfy the same conditions, and 
therefore from the theory of Fourier series it follows 
that Eq. (23) will converge uniformly in k and q. 13,15 

Thus at k = 7T/a ,q =a/2 we find a generalization of (33) 

(34) 
m. 

Here we have denoted by !D the class of functions with the 
property mentioned above. Certainly (34) holds for a 
larger class of functions than !D because it is known that 
in (23) convergence at k=7T/a,q=a/2 is assured when­
ever the function is sufficiently regular around that 
point. However, whether or not the linear relationship 
holds for any square-integrable state If> without re­
striction, remainsan open question. In any case, (34) 
shows that the amplitudes (am. If) turn out to be linear­
ly dependent for an important class of If >, a class that 
is in fact dense in the state space. This is certainly 
a consequence of the overcompleteness of the set 
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I am.) mentioned above. We have emphasized the do­
main !D in (34) because it is a very distinguished one in 
the state space. Let us recall that the position and mo­
mentum operators are given in the kq-representation 
byll 

a a 
x=q + iii; fi= -iaq' (35) 

The domain !D of functions (k, q If > consists therefore 
precisely of those on which not only x and fi but also 
i2, P andifi ,Iii are defined. In other words they are 
just the states which possess the coherence property­
A.xA.p<oo and for which the correlations xp andpx=xp 

- in are also finite, 
The Fourier expansion (23) can be used directly for 

checking the completeness of the set I am.> of coherent 
states. 7,8,10 One can obtain an entirely elementary 
proof that the set of I am.> with one state removed is a 
strictly complete set for square-integrable states If). 
Since this feature of the set i am.> is so striking and 
since the proof is so simple we shall give it here again. 

In the first place, it follows immediately from (23) 
that the square-integrable function (0 I k, q >(k, q If > is 
zero if all its coefficients (am. If > = O. Since (0 I k, q> 
has only one zero in a unit cell of the von Neumann lat­
tice [see Eq. (25)] it follows also that (k,q If > is zero 
almost everywhere. This proves that the set I am.> 
for all am. is complete. Assume now, that (am.lf> 
=0 for all am. but one, say a TS ' Then from (23) it 
follows 

(0 Ik,q) (k,q If >= [(-1)TS/27T](aTs if) 

x exp(i(21T/a)qr - iaks). 

Since the function (Olk,q) has a zero [see Eq. (25)] it 
follows that also (aTS If > has to be zero otherwise 
(k,q If > would not be a square-integrable function, con­
trary to the above assumption. We conclude therefore 
that if (am"lf>=O for all am. but one, then necessarily 
(k,ql/> is zero almost everywhere. This proves that 
the set I am.> with one state removed, say I a

TS
) and 

I a tu> then the remaining set is no longer complete. To 
prove this, assume that (am. II > = 0 for all am. but a

TS 

and a tlt • From the Fourier expansion (23)we have 

(k,q If >= (1/27T)(0 Ik,qt1[(-1]rs(aTs If > 

x exp(i(27T/ a)qr - iaks) 

+ (-1)tu(atull )exp(i(27Tla)qt -iaku)]. (36) 

To show that the set I a > with the two states I (]I ) 

and I f)I t) removed is nomi'onger complete it is sufficient 
to show that the coefficients (a

TS 
If) and (at. If ) in the 

above function can be chosen in such a way as to make 
it square integrable. This is achieved if we demand 
that the right-hand side of (36) vanish at the same 
point k=7T/a,q=a/2, that (k,q 10) does. Assume there­
fore the condition 

(_1)TS'T .s( a
TS 

If) + (_Ill. q '.( at.!f ) = 0 . (37) 

With this condition the function (36) is square integrable 
which means that (amnl/)=O for all (l!m. but a

TS 
and (Y t• 

does not lead to If) '" O. The set I am.> with one state 
removed is strictly complete with respect to the space 
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of square-integrable states If). Although this formal 
result is by now well established, its physical meaning 
is far from being clear. From the point of view of the 
physical structure of von Neumann lattices with a unit 
cell area of h the removal of one state is not demanded 
by any physical intuition, It is therefore of interest to 
find out how to enlarge the space of functions in order 
to make the full set I am'> complete. We return to this 
below. 

We can exploit further properties of the Fourier ex­
pansion (23) to derive closure relations and sum rules 
for the amplitudes (a If). We have seen that the func­
tion (0 I I?, q )(I?, q If ) 07"(23) is not only integrable but 
square integrable as well for all If). There are some 
well-known rules for the Fourier coefficients of square 
integrable functions (Ref. 13, p. 248). If c are the 
Fourier coefficients of a doubly-periodic sq~;re inte­
grable function lfJ(k, q), then 

2: IC mJ2=2lT f l'f<k,q)1 2 dl?dq, (38) 
mn 

C mn and c ~n are the Fourier coefficients oftwo differ­
ent square-integrable functions, 'f<k,q) and 1fJ'(k,q), 
respectively, then 

2:Cmnc~n=2lT f 1fJ*(k,q) 1fJ'(k,q)d/uiq, (39) 
mn 

Applying (38) and (39) to the expansions (23) we arrive 
at the closure relations in the form of sum rules for 
the amplitudes (am n If) 

2: I(O'mJf>12= f l(k,qIO)1 2 1(k,qlf>1 2dkdq (40) 
mn 

for any state If) and 

2: (glam)(amJf>= f l(k,qlo)12(glk,q)(k,qlf>dl?dq 
mn 

(41) 

for any two states If) and Ig). The relations (40) and 
(41) are interesting in several respects. They not only 
show that the sum of the squares of the amplitudes is 
always bounded [which could have been deduced from 
(14)], but they give explicit expressions for them in a 
new form. Another aspect of (40) and (41) is that they 
tell us directly how we may enlarge the space so that 
the set I a

mn
) becomes strictly complete. We define a 

modified Hilbert space, which includes the original 
one, by taking the right-hand side of (40) and (41) to 
be a new norm and scalar product, respectively. Thus 
a function belongs to the modified space wherever the 
integral (40) with weight function I (k, q 10) 12 is finite. 
It is not hard then to see from (40) that the new space 
has nonvanishing functions for which (a mn If ) = 0 for all 
except one member of the lattice. We discuss this 
question in more detail for general lattices in the next 
section. Although there is a more satisfying symmetry 
with respect to the von Neumann lattice in the modified 
space, the full physical meaning of the weighted norm 
remains unclear. 
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III. VON NEUMANN LATTICES OF ARBITRARY 
STATES 

The results of the previous section can straightfor­
wardly be formulated for von Neumann lattices of ar­
bitrary states. As was shown in Ref. 10, given an ar­
bitrary state 11') one obtains a discrete set of states by 
displacing it according to Eq. (8). Havingthis in mind 
one can derive the main Fourier expansion formula 
[Eq. (23)1 for any set of states Il'mn) on a von Neumann 
lattice. 

As in the coherent state case the 11' ) assume a 
simple form in thekq-representation mn 

(k,q 11'mn)= (_l)mn exp(i(2lT!a)qm - ial?n)(I?,q 11), 

(42) 

where (k,qlr) is the wave function for the generating 
state i 1'). The amplitudes of any state If) on the von 
Neumann lattice of states II'mn) are, using (18), 

(I'mn If)= (_l)mn f (1 1 Ik,q)(k,q If )exp(-i(2lT!a)qm +iakn) 

x dl?dq , (43) 

and therefore the basic Fourier expansion formula is 

(v Ik,q)<k,q If)= 2
1lT 2: (_l)mn(v mJf) 

mn 

x exp(i ~lT qm - iakn) (44) 

in exact analogy to (23). Thus the amplitude (v mn If) 
has the following interpretation: (_l)mn(v If) are the 
Fourier coefficients of the interference te~~ (v Ik, q> 
x (I?, q If > in the superposition of the states I v) and 
If). The function (v iI?, q )<k, q if ) is clearly strictly 

periodic in both variables from (16) and and (17). For 
If ) = 11'), in particular, 

1(1' Ik ,q) I" = :IT ~ (-l)mn(l'mJl') exp V~ qm - iakn) • 

(45) 

Thus we have a connection between the probability den­
sity for an arbitrary vector Iv) in the kq-celland its 
amplitudes on its own von Neumann lattice. 

Equation (44) is the key formula in the study of the 
von Neumann set {Il'mn)}' In Appendix B we show that 
it has a deeper significance in terms of the group prop­
erties of the phase-space displacements D(a mn ). Es­
sentially all the properties of the 11' m.> derived below 
follow from the nature of (44) as a Fourier series ex­
pansion [c.f., observation under Eq. (23)]. 

As a first remark, we note that the set of I v m n) is 
incomplete if the generating state I v) has a wave func­
tion (k, q I v) that vanishes on a set of finite measure 
in the kq-cell. Because even if all amplitudes (v mn If) 
vanish, so that the left-hand side of (44) is the zero 
function, we cannot conclude that (k, q If ) it itself zero. 
This repeats a result of Ref. 10. From now on we ex­
clude such 11') as generating states, so that the Iv mn> 
will always be complete. It will turn out that in a large 
class of important cases they are over complete , as for 
the coherent state lattice. 

We shall make another restriction on the generating 
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state 11'): we suppose that in (44) the function (v!k,q) 
x (k, q If ) is square integrable for all square-integrable 
(k,q If). This would certainly not be true for arbitrary 
Iv) but it does hold for "reasonable" Iv) and we want 
to exclude pathological cases. It holds, in particular, 
for those lu), like 10) or IN), that possess the coher­
ence property t:.xt:.p < 00 and belong to the class denoted 
by:n in Sec. II. This is because the (k,q 11') are 
smooth enough. It also holds for the cases where the 
von Neumann set IlImn) is an orthogonal one. Because 
here the function (k, q 11') has the property I (k ,q Iv) I 
'" constant o 10 We can see this from (18) and (42), or di­
rectly from (45). At first sight the latter kind of lattice 
seems to be the most desirable one for a quantum-me­
chanical representation based on the set of amplitudes 
(I'm. !f ), because the ! I'm.) form a strictly complete 
orthogonal basis. The snag is that, as mentioned in the 
Introduction, the orthogonallvm,,> lose all coherence 
properties; in other words 11') cannot be in the class. 
The proof of this is repeated in Appendix A and is based on 
the following remarkable property of the kq-representa­
tionI6

.
17

: Ifforastate Iv) the wave function (k, qll') is con­
tinuous in the variables k and q, then the periodicity condi­
tions (16) and (17) force (k, q Iv) to vanishatleast at one 
point in the kq-cell. Clearly then the twice-differentiable 
functions of :n cannot satisfy I (k ,q 111) I '" C > O. 

Let us return to the Fourier expansion (44), and sup­
pose now that 11') belongs to the physically interesting 
class:n. The fact that (k,q 11') vanishes at some points 
can be used to prove in an entirely elementary way that 
the set {Iv

m
,,)} is necessarily overcomplete. It can be 

carried out in much the same way as for the I a mn ). 

To find the degree of overcompleteness, however, we 
need more information about the Zeros of (k,q Iv). For 
example, for the ICY m.)' we explic itly used the fact 
that (k, q 10) has one zero in the unit cell to show that 
the set was overcomplete by one state. This can be 
generalized: in a separate publication it will be shown 
that if (k,q Ie) has, say, r simple zeros then the 11'mn) 
are over complete by r members. 

Although, when the number of zeros is finite, the set 
can be made strictly complete by remOVing a finite num­
ber of members, the question of whether and how the 
remaining 11'mn) can be used as a basis for expansions 
of general states !f) is a more subtle and apparently 
more difficult one. Apart from the rather arbitrary 
way in which we can select the states for removal, there 
are many further problems with expanding in nonortho­
gonal bases. 18 For the coherent state lattice, the prob­
lems have been discussed elsewhere. 8,9 These diffi­
culties are one reason why we indicate below that it is 
possible to construct a modified Hilbert space in which 
the I v mn) become strictly complete. 

The overcompleteness gives rise to linear dependen­
cies among the amplitudes (v mn If) of a type similar to 
(34). If If) as well as 11') belongs to:n, then the Four­
ier series expansion (44) converges uniformly in the 
variables k and q. 13,15 Suppose ko,qo is a point at which 
(ko,(joll')=O; then from (44) 

~ (_Om. exp(i ~7T qoYn - iakon) (v mn If) = 0 

(Iv), If) in:l»). (46) 
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As with Eq. (34), it is not clear whether, for a fixed 
lattice, this can be extended to all If) in the state 
space. In any case (46) yields some interesting double 
sum identities in the special case II) = LV) (Sec. N). 

We now derive a set of sum rules for the amplitudes 
(1' m. If ) based on the fact that the function expanded in 
(44) is square integrable (by assumption), In exactly 
the same manner as for (40) and (41), we can show from 
(38) and (39) that for any states If) and Ig) 

1: 1(1'm.lf)12= J 1 (k,,,ju)2j(k,qjf)1 2dkdq , (47) 
mit 

1: (glvm.)(l'm.l f )= f l<k,qll')Hglk,q)(k,qlf)dkdq. 
mit 

These sums are clearly always finite for the lattices 
under consideration. They can be summarized in a 
compact form by the closure relation 

mit mit 

This is proved by substituting in (48) the expression 
for i (1' Ik,q) 12 from (45) and using (42) and (8); one 

(48) 

(49) 

then easily verifies that (48) is a matrix element of 
(49). Equation (49) can be further generalized to give 
a quite useful identity. Suppose II') and Iw) are gen­
erating functions for two different von Neumann lattices 
of states. Equations (38) and (39) can again be used 
with (44) to show that 

L Ivm)<wm.l = L (wm.lv)D(CY mlt ) 
mrr mn 

from which we derive, in particular, the sum rule 

(50) 
mit mit 

This will be used in Sec. N. 
The sum rules (47) and (48), or alternatively the clos­

ure relation (49), differ of course from the correspond­
ing ones for amplitudes on orthonormal bases like (11). 
One obtains indeed 

mit 

for all If), or equivalently 

L IZ' .. '>(l'mJ =[ (unit operator) 
mit 

only when I (k ,q 111) 12 '" 1, as may be seen from (47). 
This of course, is when the 11' m It) form a complete or­
thonormal basis. 

In general, if 11') is normalized the first term in (49) 
is [ and the remainder measures the departure from 
strict closure. For the coherent state lattice, for in­
stance, (49) is 

L 1 cy .. .><a .. J = Lexp(-~f a m.l 2 )D(CY mlt ) , (51) 
mn mn 

since (amltI0)=exp(-~ICYmnI2). It is interesting to com­
pare (51) with the decomposition of unity for the full 
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set of coherent states 3 

2!h f 10')(0'1 dxdp=I, 

where x andJi are defined in (2). Integration over the 
whole phase space with density function (dI: dp}/21T1l gives 
the unit I, whereas for the discrete sum (51) over the 
von Neumann lattice the result differs from I. 

Another virtue of the sum rules (47) and (48) is that 
they give us the solution to the following problem: What 
is the space of functions for which the 11'mn> become 
strictly complete, i. e., where there are no redundant 
amplitudes (l'mn If)? The answer is: the Hilbert spacE 
of functions (k, q If * > for which the weighted norm on 
the right-hand side of (47) is finite. The corresponding; 
scalar product is given by the right-hand side of (48). 
We have introduced the asterisk in If *) because the 
modified Hilbert space is, in general, larger than the 
original one. The (k ,q If *) are characterized by 

(/<, q If *) = F(k, q)/ (v Ik, q) , (52) 

where the F(k, q) are strictly periodic and square inte­
grable. If (v Ik,q) has zeros, there clearly exist 
(k, q 11*> outside the usual space. Let us consider the 
von Neumann set I v:n> generated from 11'*) in the usual 
way with 

(k,q Iv*)= 1/(v Ik,q). (53) 

Then from (47), the 11':n) are a complete orthonormal 
basis of the modified space. Any If *) can be expanded 
uniquely in this basis and it is easy to check from (42), 
(48), and (53) that the expansion coefficients are equal 
to the amplitudes (v m n If *). Hence from the strict com­
pleteness of the I v: n ) follows the strict completeness of 

I i!mn)' 

We arrive, therefore, at the intriguing conclusion, 
that if we are ready to enlarge the space of phys ical 
states to those (k, q If *) for which F(k, q) is square in­
tegrable in (52), then we remove the awkwardness of 
overcompleteness. We have particularly in mind the 
coherent state lattice, where the necessity of removing 
one state from the set does not seem to have a simple 
physical interpretation. On the other hand, although 
in the modified space the role of the underlying unit cell 
of area It is more sharply outlined, the physical mean­
ing of the new norm, weighted by I (1' I k ,q > 12, remains 
unclear. 

where L~(x) is a Laguerre polynomial19 (L~(x)=L ",(x)). 
Equations (55) and (56) for the interference term and 

probability density for harmonic oscillator wave func­
tions in the kq-representation clearly generalize (26) 
and (29). Using our knowledge of the location of some 
of the zeros, and remark (iii) above, we find some in­
teresting relationships of the type (46). Thus using (57) 
in (56) we get four relationships from the known zeros, 
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IV. LATTICES OF HARMONIC STATES: 

Von Neumann lattices generated from harmonic oscil­
lator states I N) are the natural generalization of the co­
herent state lattice. Apart from their intrinsic inter­
est, their study leads to an almost embarrassing wealth 
of relationships for double sums, obtained by applying 
the formulas of Sec. III. Some of them, at least, ap­
pear to be new. 

The lattice of states I 0'( N» generated from IN) 

'= I a~~», defined in (9), h~~ the Fourier expansion for­
mula (44) 

(N I k, (} )(k ,q II ) = ;1T ~ (_1)m n(a:',> if) exp ( ~1T qll1 - ialm). 

(54) 

The wave function (k,q IN) is calculated from (15) with 
i/J(X)=II NCd, the normalized Hermite function of order 
N. It can he shown that (I:;, q I N) is a smooth, in fact 
analytic, function of the variables k and q. This en­
sures that it can vanish only on a set of zero measure 
in the kq -cell. Since it belongs a fortiori to the class :J) 

of Sec. II, 011 the other hand, we know from the dis­
cussion in the last section that it does possess zeros. 
In fact, from that discussion we know (i) that the set 
I a~:» is complete for any N, (ii) that it is always over­
complete by at least one member, and (iii) that for all 
If) of class :J) the sum (54) converges uniformly ill k 

and q. 
For the case N=O, we know from (25) that the degree 

of overcompleteness is just one (Sec. II); but for N / ° 
the number and location of the zeros of (J?, q I N) is as 
yet a not completely solved problem. However, it is not 
difficult to verify from (15) that when i/J(x) is even in x, 
there is azero at k=1T/a,q=a/2; and that when 4{'() is 
odd there are zeros at k = 0, q = 0; k = 1T/a, and k = 0, 
(j =a/2 (see Appendix A). Thus for N odd, overcom­
pleteness is by at least three members. 

Important special cases of (54) are for If) itself a 
harmonic oscillator state 

0v 1/?,q)(k,q 1]1,1)= ;1T ~(-1)mn(a:")IA1)exp(i ~1T (jill - iakn) , 

(55) 

I(NI/?,q)12= ;1T ~ (_l)mn(a~N;IN)exp(i ~ qm -ialm). 

(56) 

The coefficients (a~N; IN1) are known' 

(57) 

I 
of which we exhibit two 

L (_Omn exp(-~ I a mn 12)L N( 1 ,y mn 12) = ° (N odd) 
mn 

(58) 

More are obtainable by taking different combinations of 
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odd/even for :.,I/N in (55). Thus for example suppose 
N even and ;VI arbitrary -. N: one finds 

mn 

(M '> N; N even). (58') 

This is a direct generalization of the sums discovered 
by Perelomov8 for the case N = 0: 

mn 

[where we use L~f(X) '" 1]. 
Let us nOw consider some examples of the sum rules 

(47)-(50) applied here; all the conditions to do so are 
fulfilled. From (47) we get 

L I<CI~"~iJ)12= f 1(/l,qIMI 2 1(k,qlf)1 2 dkdq, (59) 
mn 

which generalizes (40) for the coherent state case; and 
from (49) and (57) we obtain as a generalization of (51) 
the closure relation 

mn 

(60) 

The identity (50) yields some very interesting relations. 
Take 11') = I An and in,) = IN) 

L (All Ci~\~»<a~N,/ IN>= L I (Ci~) 1M) 12. (61 ) 
mn mn 

Using (57) and supposing for definiteness that IvI "N 

mn 

(62) 

These relations between Laguerre polynomials of dif­
ferent orders appear to be new, in their general form. 
Let us consider the Simple case when M=l,N=O. 
From (62) we find, having in mind thae9 LoCd= 1, 
LJd= I-x and Lo= 1: 

m,n m,n 

For the symmetric case, when (27J/a 2)i\2= 1 [see also 
Eq. (28) j, (63) becomes 

(64) 

which also reduces to 

47J L: m 2 exp(_7J1Jl 2 )== L: exp(-7Jm 2). (65) 
m'" -00 m::-cO 

The latter can be interpreted as an equality connecting 
8~'(0 I i) and 8 3 (0 I i) where E\(z I T) is the theta function 
(See Ref. 14, page 471). 
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V. CONCLUSIONS 

The connection established in this paper between wave 
functions (k,q If) in the kq-representation and ampli­
tudes <Ci m• If ) (or, more generally, (I'm .I/») of the same 
state If) on von Neumann lattices has its origin in the 
role played by the variables k and q in quantum mech­
anics. These variables were originally introduced as 
quantum mechanical representation based on discrete 
commuting translations in phase space. 20 But it is not 
hard to see that these translations are exactly the ones 
that generate a von Neumann lattice. One should there­
fore anticipate that the kq-representation will be close­
ly related to von Neumann lattices. This is further ex­
plained in Appendix B. The variables k and q and two­
dimensional vectors on a von Neumann lattice in the 
phase plane are in some sense conjugate to one another .11; 

The formulas in this paper verify this anticipation. The 
interpretation of the amplitudes (am. If ) as Fourier 
coefficients of periodic distributions is clearly a con­
sequence of the connection between the variables k and 
q and von Neumann lattices. As is known, 1< and q are 
purely quantum mechanical in their nature and they 
have no classical analog.!l Von Neumann lattices are 
also quantum mechanical structures with a unit cell 
of exactly the area h. The established formulas in this 
paper between the wave functions Ue,q If) and the am­
plitudes (a mn If ) for a given state If) can be seen as a 
formal expression of the phySical connection between 
the variables k and q and von Neumann lattices. 
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APPENDIX A 

Some properties of the wave function in the kq-repre­
sentation referred to in the text are given here. 

The state in this representation consists of the func­
tions square-integrable on the kq-cell (0' k', 2IT/n; 
o "- q < a) satisfying the boundary conditions (16) and (17). 
[The scalar product is given by (18)]. The boundary 
conditions are evidently only meaningful for functions 
with continuity properties. A function (k, q If ) is said 
to be "continuous" if it is the restriction to the kq-cell, 
of a function continuous on the extended f~q-plane satis­
fying periodicity conditions (16) and (17). (This defin­
ition avoids confusion about discontinuities at the "join" 
when we regard the kq-cell as a torus: <k, q If ) is 
therefore one branch of a continuous but many-valued 
function on the torus!. We denote the class of contin­
uous functions bye, and emphasize that the boundary 
conditions are included in the definition of continuity. 
When coming to classify differentiable functions, we 
have to note that the periodicity conditions (16) and (17) 

M. Boon and J. Zak 1097 



                                                                                                                                    

are not conserved under a/ ak, but rather under the oper­
ation of ,Y in (35). In view of this, and of (35), we shall 
mean by "differentiation" the operation of x or p. The 
class en (e ° == e) cons ists of these functions (k, q If ) that 
are the restrictions to the kq-cell of functions on the 
l?q-plane continuously differentiable up to order n. For 
short: If) belongs to en if the result of successive 
operations by 2 and/or p up to n times is a state still 
in e. The important class l) of functions (Sec. m) 
characterized by t.xt.p <00 lies between eland e 2 , be­
cause here the second derivatives are required only to 
be square integrable. Again, If) is called analytic if 
it is the restriction of a function analytic in the kq-plane 
and with periodicity (16) and (17). Evidently all the 
derivatives of an analytic function are analytic, and 
furthermore they are the states If) on which we can 
expand the exponential in the momentum and position 
shift operators exp({p2/rz) and exp(-ixp/h), or in the 
phase-space displacement operatorsD(a) of (6). All 
I N) and I a) are analytic. Finally we note that all clas­
ses defined above are dense in the Hilbert space and that 
each one is contained in e. 

We remark that if If) and Ig) both belong to a par­
ticular one of the above classes, then (g Ik, q )(k, q If ) 
will belong to the class of strictly doubly periodic func­
tions that corresponds to it in an obvious way. This is 
important in the Fourier sum expansions (23), (44), or 
(54). 

We now give an elementary proof of the theorem (Sec. 
m) that due to the periodicity conditions (16) and (17) 
any continuous function (k, q If ) has a zero in the kq­
cell. A topological proof can be found in Ref. 17; the 
present one has been announced before. la, l6 Thus sup­
pose If) E e and write 

(k,qlJ>== l(k,qlf)1 exp[iT(k,q)]. (AI) 

Imagine (k, q If ) defined on the kq -plane, as we are en­
titled to do. Since the modulus is strictly doubly perio­
dic, it follows from (16) and (17) that 

T(k + 2rr / a, q) == T(k, q)+ 2rrl , 

T(k ,q + a) == T(k ,q) + 2 rr l' + ka , 

(A2) 

(A3) 

where land l' are two fixed integers. Setting q -q +a 

in (A2) and using (A3), then setting k -k + 21T/a in (A3) 
and using (A2), one gets two expressions for T(k+ 21T/a, 

q +a) differing additively by 21T. But if the modulus 
in (At) vanishes nowhere, both it and the phase T(k,q) 
are continuous (in the usual sense) in the kq-plane. 
Therefore (k,q If) must vanish somewhere. 

Naturally this is the situation for all the classes de­
fined earlier and particularly for l). But it does not 
appear to be easy to identify the zeros of (k, q If ) in 
many practical cases. The single zero of (k, q 10) at 
k ==1T/a,q ==a/2, we know from (25). The (k,q I a) have 
a single zero, obtained by displacement from the I a) 
== 10) case via (5). We can prove that there is always 
a zero at (rr/a,a/2) if the wave function </J(x) in the x­
representation is even. In this case, from (15) we have 
(-k, -q If > == (k, q If), where the result follows using 
(16) and (17). Again, if </J(x) is odd, there are zeros at 
(0,0), (rr/a, 0) and (0,a/2). For from (15) (-k,-qlJ> 

== -(k,q If), and the result follows by a similar argu­
ment. 
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APPENDIX B 

In this Appendix we express the relationship between 
the kq-representation and the von Neumann lattice in 
group theoretical terms, and situate the basic Fourier 
expansion formula in this framework. 

It is well known B,lo, 11,20 that the set of phase-space 
translations (-I)",nD(a mn ) associated with the von Neu­
mann lattice form an infinite discrete abelian group [the 
factor (_1)mn ensures correct group multiplication]. 
The unit cell of the von Neumann lattice can be viewed 
as a Brillouin zone whose points k, q (0" q<a; 0 ,: k 
< 21T /a) label the irreducible representations of the 
group. Let us denote the carrier spaces of the irreduc­
ible representations, i.e., the simultaneous eigenfunc­
tions of the group translations,t1 by kets ik,q) where by 
definition 

(-Om"D(a mn ) I k ,q) == exp(i(21T/a)qm - iakn) Ik, q) . 

(B1) 

In the x -representation the I k ,q) are distributions of the 
form ll 

<xlk,q)== (~") 1/2 t~ exp(iksa)o(x-q -sa) 

and they satisfy the orthonormality and closure con­
ditions 

(k,q Ik' ,q')==exp[ -i(q -q')k]t.(q -q')t.(k -k'); 

f Ik,q)(k,qldkdq==I, 

(B2) 

where t. is the Dirac Ii-function on the kq-cell. Equa­
tion (B2) expresses the fact that k, q are good labels for 
a representation of the wave functions. 

The projection operators for the irreducible repre­
sentations of the group are found from a standard for­
mula of group algebra to be 

Ik,q)(k,q 1== ;11 L (_I)mn exp (-i ~rr qm + iakn)D(a mn ). 
mn 

(B3) 

One can see using (8) that the Fourier expansion (44) is 
just a matrix element of (B3) between states 11') and 
If). And this observation gives a precise meaning to 
the equality in (B3). Equation (B3) can also be used to 
frame the questions on completeness properties of von 
Neumann sets in another way. Operate on Iv) and use 
(8) 

Ik,q)(k,qlv)== ;1TL(-t)mneXP(-i ~1Tqm+iakn)lt'mn)' 
mn 

(B4) 

Also from (B4) 

II'mn)==(-l)mn f Ik,q)exp(i ~rrqm-iakn)(k,qlv)dkdq> 

(B5) 

Relations (B4) and (B5) are the transformation and its 
inverse between the orthonormal (continuous) basis of 
of kets Ik,q) and the discrete von Neumann set {Iv m .)}. 

The completeness properties of the Iv mn> clearly 
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depend on the singularities in this transformation. 
For example, one can easily see that the transforma­
tion is unitary when I (k, q I v) I = 1, i.e., when the I vmn ) 

form an orthonormal basis. Again, when (k,q Iv) is 
smooth and therefore has zeros (Appendix A), the trans­
formation is evidently singular, with consequent over­
completeness problems studied in the text. 

In his book,6 von Neumann posed the question: In 
view of the noncommutativity of x and fi, is it possible 
to construct "macroscopic" operators X and P that do 
commute, but whose spectra are discrete and inter­
pretable as coarsegrained values of position and mo­
mentum accurate within t:.xt:.p:::.h? In our terms can 
we construct operators X and P whose eigenvectors form 
a complete von Neumann set and whose eigenvalues are 
on the von Neumann lattice 

Xlvm,)=nall'm); filv m,)=(21Tn/a)mlv mn )? (B6) 

If this scheme can be satisfactorily set up, then X and 
P would be a pair of operators conjugate to the cyclic 
variables corresponding to the two generators of the 
discrete phase-space translation group above, i. e. , 
to 

expi(21T/a)x; expiap/n. (B7) 

The set of amplitudes (v ttl of any state If) on the mn A A 

simultaneous eigenstates of X and P would provide a 
discrete quantum mechanical representation, conjugate 
to the continuous representation (k, q If ) of amplitudes 
on the simultaneous eigenstates Ik,q) of (B7) [via (B1)]. 
Equations (B4) and (B5) transform one representation 
into the other. Evidently, therefore, the question of the 
existence of X and P and the properties of the corre­
sponding representation (v mn If ) are directly related 
to the results of this paper, and notably to the nature 
of the transformations (B4) and (B5). In the orthonor­
mal case (l(k,qlv)1 =1), where (B4) and (B5) are uni­
tary, the corresponding X and P have been construct­
ed. 16 If (k,qlv)=l, for example, onefindsX=ia/ak; 
P= -ia/aq as may be checked from (8); if (k,q It') is a 
phase, X and P are gauged accordingly. 21 The trans­
formations (B4) and (B5) are comparable in this case to 
the unitary transformations linking the conjugate x- and 
p-representations 

I p)= (21T!)t!2 f~c exp ~ p;) Ix)dx (B8) 

and its inverse. Here Ix) and I p) are respectively the 
orthonormal eigenfunctions of the conjugate variables 
x and p. Again here, a phase change in (B8) means a 
gauge change in the momentum operator. 

The nonunitary case for (B4) and (B5) is, as we have 
seen, more complicated, and the determination of X 
and P, closely linked with the properties of the von 
Neumann set Iv mn ), is not yet satisfactory achieved. 
This problem can also be compared with a correspond­
ing one for the x and p. The basic relation correspond-
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ing to (83) is 

Ix)(y 1= 2!n f~ exp( -i P;) exp (i ~X)dP' (B9) 

Operating on arbitrary Iv) we obtain a relation that par­
allels (B4). Then the properties of the transforma-
tion are dependent on the nature of the function dx) 
= (y I v) and the whole investigation can be done in the 
same way as in this paper, replacing Fourier sums by 
Fourier integrals. In (B9), the investigation will con­
cern the relationship between the orthonormal basis 
{Ix); _uo < x < oo} and the set {I v~) = exp(ipi/Ii) Iv); 
-oa<p<oo}. 
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Dirac. singletons are the most elementary physical objects on de Sitter space; massless particles are 
t~o.-slllgieton states. Singleton field theory is characterized by a gauge structure that is strikingly 
sImIlar to that of massless particles. The Rac and the Di are described by a scalar field and a spinor 
field, respectively, so the appearance of a fully developed gauge structure is remarkable. In this 
paper Rac field theory is quantized by using an indefinite metric, in close analogy with the Gupta­
~leule~ method of electrodynamics. A Lagrangian theory of interacting Rac fields is also given, 
tncludtng the unique invariant local-interaction between Racs. 

PACS numbers: 1l.10.Cd, 1l.10.Np 

I. INTRODUCTION 

It is axiomatic to elementary particle physics that the 
objects of greatest interest are the most elementary ones. In a 
relativistic theory the most elementary objects are associated 
with unitary, irreducible representations of the space-time 
group. In Minkowski space this is the Poincare group, and 
the VIR's that are widely and justifiably regarded as the 
most important ones are the representations with zero mass 
and discrete helicity-the massless ones, for short. In de Sit­
ter space the space-time group is (some covering of) SO(3, 2). 
This group also has massless representations, I quite analo­
gous to those of the Poincare group, that describe neutrinos,2 
electrodynamics,2 weak gravitational fields/ supergravity, 
and so on,4,5 as well as Yang-Mills fields. But these massless 
VIR's of the de Sitter group are not the most elementary 
objects, for the set of all two-particle singleton states can be 
identified with the set of all massless one-particle states. I> 

The singletons are a pair of unitary, irreducible repre­
sentation of SO(3, 2), first discovered by Dirac,7 with a re­
markably reduced spectrum: these representations remain 
irreducible when restricted to the Lorentz subgroup. The 
Rac is spinless and the Di is spin 1/2; both come with either 
positive or negative energy and there are no others. Here we 
deal with Racs only. 

The Rac can be realized in terms of a scalar field, on a 
space of solutions of a covariant Klein-Gordon equation 

(0 - f-ri )cp = O. 

Here A is the (positive) cosmological constant and the fol­
lowing describes a situation that arises only for the particu­
lar choice of the numerical factor shown. One finds three 
spaces of solutions: 

/ ' :J / ':J / 'I(' 

each of which is invariant for the action of the de Sitter 
group. This action is nondecomposable; that is, there is no 
invariant subspace that is complementary to /'g in 'l ' or to 
/ ' in / ' _, The representations realized on / 'g and on 

a'On leave ofabsence from University of California, Department of Physics, 
Los Angeles, CA 90024, 

/ / '1 'g are unitary and the Rac is the latter. This structure is 
in every respect remarkably close to that of electrodynamics. 

The main result of this paper is the construction of a 
Rac quantum field theory. It is necessary to introduce an 
indefinite metric and the scheme of quantization is essential­
ly that of Gupta and Bleuler. This work is done directly on de 
Sitter space and also, as in another paper, I on the cone at 
infinity. Causality is not easily investigated at infinity, and 
one purpose of this paper is to show that the Rac field is 
local, so that Rac propagation in de Sitter space is causal. 
The commutator [t/I (y),t/I (y')]doesindeed vanishforspacelike 
separation. Another purpose is to show that gauge problems 
and indefinite metric quantization are phenomena that can 
arise in a scalar field theory. For both of these reasons we 
believe that it is worthwhile to carry out the more complicat­
ed construction of a local field theory on de Sitter space itself. 
An action principle can also be formulated; it includes a 
uniquely determined invariant interaction between Racs. 

This field theory of Racs is an eminently physical the­
ory; in particular it is unitary and local. One-Rac states are 
practically impossible to detect, 1,6 for purely kinematical 
reasons; no special feature of the interaction needs to be ar­
ranged to bring this about. Two-Rac states are interpretable 
as massless particles with even spins. Odd spins and half­
integral spins will be included in a theory of Dis and Racs. So 
far we have an interacting quantum field theory that in­
cludes massless particles with all even spins. 

It should be stressed that the quantization procedure 
adopted in this paper is not the only one imaginable. Other 
types of quantization of the Rac field may turn out to be 
more appropriate for the applications to massless particles. 

II. WAVE EQUATION AND SOLUTIONS 

As usual, we embed de Sitter space in JR5 by means of a 
differentiable and locally invertible map (xo, x I, x 2

, x.l)-+(y°, 
/,y 2,y\y5),withy2 =t)<lfly"Yfl =y~ +y~ _y2=p I, 

P > 0 and fixed. De Sitter space is the universal covering 
space M of this hyperboloid. When it becomes necessary to 
use a global coordinate system for M we shall employ the 
following: (t,ji) = (t'YPY2'Y')' with each coordinate running 
independently over JR, 
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Yo = Y sint, Ys = Y cost, 
(2.1) 

Y= +(y~ +y;)1/2=(p-l+r)I/2, r=T. 

The generators of infinitesimal space-time transformations 
act on differential functions on M by 

L a {3 = i(yaa{3 - ypaa)' 
(2.2) 

aa =alaya, a,/3=0,1,2,3,5. 

Consider a (classical) scalar field ({J on M, satisfying the 
wave equation2 

[(l/2)La{3L a{3 - Eo(Eo - 3)]({J = 0, 

or 

(2.3) 

a 2 = {j a{3aaa{3' N = yaaa. 

The real parameter Eo plays a role similar to that of mass in 
Minkowski space. 2 The following functions are solutions of 
Eq. (2.3)8: 

(y) _ I [ (L + K + Eo - 1 )!(L + K + ~)! ] 1/2 
({JKLM - (L + ~)! K!(K + Eo -1)! 

XpII/211112- E" - 2Kle - iEty - E,.t-yLM(y) 

X 2FI( - K, - Eo - K + 1; L + 1; - prj, (2.4) 

M = - L, - L + 1, ... , L, L = 0,1, "', 

K = 0, 1, "', E = Eo + L + 2K. 

Each of these functions is an eigenfunction of the time trans­
lation operator Los = i a lat with eigenvalue E. The func­
tions YLM(y), Y = jlr, are spherical harmonics. 

When Eo > ~, then this set is a complete set of positive 
energy solutions ofEq. (2.3), orthonormal with respect to the 
inner product 

(({J, ({J ') = r ({J (t, jJ) iat({J (t, jJ)d 3y ly2. (2.5) 
JR' 

Let g; be the space of finite linear combinations of the 
functions (2.4), completable to the Hilbert space L 2(JR3, 
d 3y ly2). The action (2.2) on fiJ is integrable to a unitary 
irreducible representation of SO(3, 2) on L 2 that we denote 
D (Eo, 0).2 . 

The representation Rac = D (!, 0) is the limit of D (Eo, 0) 
as Eo--+~ from above in very much the same sense that the 
massless representations of the Poincare group are limits of 
the massive ones. Note, however, that the Rac is not a "mass­
less" representation ofSO(3, 2). When Eo--+~, then 
lim(Eo - ~)-1/2 ({JOLM and lim ({JKLM' K> 1, e"Xist. The repre­
sentation defined by (2.2) now becomes nondecomposable. 
The span oflim ({J KLM' K> 1, is invariant and carries the VIR 
D(~, 0). The Rac is induced on the quotient space. In a close 
analogy with electrodynamics, the Rac states correspond to 
the transverse photons and the invariant subspace corre­
sponds to the longitudinal photons. To quantize electrody­
namics one needs to introduce scalar photons as well, and 
the situation is not different here. 

Equation (2.3) is unchanged when Eo is replaced by 
3 - Eo, but (2.4) is not, and this observation leads to a second 

1101 J. Math. Phys., Vol. 22, No.5, May 1981 

set of solutions. It is convenient to define K such that its 
range is 1,2, ... for this new set, and to introduce € = Eo - ! 
instead of Eo; then one gets 
({J 'KLM 
= 1 [(L+K+~-€)!(L+K-~)!]1/2pl<_2KI/2 

(L + ~)! (K - €)!(K - I)! 
xe-iEty -E,.t-yLM(y) 

X 2Fd - K + €, 1 - K; L + 1; - prj, (2.6) 

M= -L, -L + 1, ... ,L, L =0,1, ... , 

K = 1,2···, E =! - € + L + 2K. 

When € < 2, Eo < ~ or 3 - Eo > ~), then this set is another 
complete set of positive energy solutions ofEq. (2.3), orthon­
ormal with respect to (2.5). Let fiJ' be the space of finite 
linear combinations of the functions (2.6); the action (2.2) on 
g;' is integrable to D (3 - Eo, 0). As Eo--+! all the functions 
(2.6) remain finite and normalized andD (3 - Eo, O)--+D(~, 0). 
It will be seen that these states correspond to the scalar pho­
tons of electrodynamics. We are now ready to examine the 
limit Eo--+~ in greater detail. 

With·€ = Eo - ~, we copy (2.4) 
({JKLM 
= 1 [(L + K + !)!(L + K - ! + €)!] Il2pl _ < _ 2K 1/2 

(L + !)! K !(K - 1 + E)! 

Xe - iEty - E,.t-yLM(y) 

X 2F I( -K, 1-K -€;L +1; -prj, 

K = 0,1, "', E = ~ + € + L + 2K. 

When €--+O the following linear combinations remain finite 

(K = 1,2, ... ; E = ! + L + 2K): 

--+ 1 [ (L + K + !)!(L + K - ~)! ] 1/2 _ K 
({JKLM (L + !)! K!(K - I)! P 

xe - iEty - E,.t-yLM(y) 

X 2F I( -K, l-K;L +~; -prj, (2.7) 

({JLM = €- 1I2({JOLM 
-+(L + !)-1/2e -it IL+ 1I21y -L-1/2r yLM (y), (2.8) 

({J KLM = €-I(({JKLM - ({J 'KLM)' (2.9) 

The functions ({JKLM and ({JLM are one-valued on the double 
covering of the hyperboloid, but ({J /aM are defined on the 
universal covering only. After passage to the limit €-+O, let 
r _ denote the set of finite linear combinations of all these 
basis vectors, let 'J/" be the subspace spanned by ({J LM and 
({J KLM' and let '?'g be the span of ({J KLM: 

7/g = Span [ ({J KLM J c 'r, 
r = Span [({JKLM' ({JLM J C f/_, 

'1'_ = Span[({JKLM' ({JLM' ({J KLM j. 

For the action ofSO(3, 2) defined by (2.2), ~rg is an invariant 
subspace of rand 'P" is an invariant subspace of 'F~' _. There 
is no invariant complement in either case and the representa­
tions that are induced in 'J/" _ and in rare nondecomposa­
ble. 9 The space rg is completable2 to the Hilbert space 
L 2(JR3, d 3y ly2). The Rac is the VIR realized in a Hilbert 
space that is easily constructed as an /2 space by completion 
ofrlf/g • 
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III. COVARIANT PROPAGATOR 

For 2> € > 0 one finds 10 

I ipKLM/Y) ipKLM/Y') = K(Z) 
KLM 

P l/2 (€_I)1 
=-- 2' rl/2+EF(11 .. r 2) (31) 

41T (!)!(€ _ 1 )! ~ 2 I 2' '1 + €, €, ~, . 

I ip' KLM/Y) ip' KLM/Y') = K '(Z) 
KLM 

= Pl/2 (~ _ E)! 
____ r 512 - E F (J 5 ·2 . r2) (32) 

41T (!)!( 1 _ E)! ~ 2 I 2' 2" - €, - €, ~ , . 

S=Z-(Z2-1)1/2, 

Z=py.y'. 

The separation betweeny andy' is spacelike if IZ I> 1, 
timelikeiflZ 1< 1. IfZ> 1, then(Z 2 - qt/2> 0; ifin addition 
It - t 'I < 1T, then also S 5/2 - E> O. If y and y' are relatively 
timelike, then (Z2 - 1)1/2 = ill - Z 2

1
1/2€/y, y'), where 

€/y,y') = + 1( - l)whenyisin the future (past) ofy'.11 The 
functions K and K ' are defined as analytic functions of Z in a 
complex plane cut along the real axis from - 00 to + 1. The 
sums (3.1) and (3.2) converge for realy,y' if Z> 1. 12 

The idea is to construct a local field theory in which the 
field commutator is the discontinuity of a function such as 
these, so that the fields will commute at spacelike separation. 
The problem is to pass to the limit €-O in (3.1) without 
loosing the contribution of the Rac states to the sum. 

Let us write (3.1), after multiplication by €-I, so as to 
exhibit what happens as €--+O. Using the definition (2.8), we 
get 

K ,",0 

=€-IK(Z) 

=p1/2 (€I~~)!sI!2+E[1+€-1 f @·(!+€)·S2.]. 
41T b)£. • = I n!(€). 

Both sides contain terms of order €-I, but there is no 
invariant way to separate out a finite part. In fact, the first 
sum, which in a sense is the Rac contribution, is not an invar­
iant function. This is, of course, due to the fact that there is 
no invariant complement to rg in r. 

In order to obtain a meaningful result we must include 
the ip"s. Consider 

€-I[K(Z) - K'(Z)] 

(3.3) 

where I stands for KLM and the indefinite metric is already 
apparent. Introducing ip KLM' as defined by (2.8), one gets 

In this expression each term remains finite as €--+O. Of 
course, one could add any finite multiple of K '. 

The function K is a Gegenbauer function of the second 
kind: 13 
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K(Z) = (pI/2/4~)(Z2 - 1)- 1/2e - irrQ! -1!2(Z), (3.5) 

and l4 

II' 
€-I[K(Z) - K'(Z)] = ~ tan1T€(Z2 _ 1)-1/ 2 

4 1T€ 
XpIE~~312(Z), (3.6) 

This has the following limit as €-O: 15 

KRac(Z) = (pI/2/4)(Z" -1)- 1/2P:/2(Z) 

= 2-3/2pl121T-I{Z -1/2 _ JZ -5/2! WnW/I 
K /I ~ 0 n!(n + I)! 

X [In(2Z) + ¢,(n) + ¢'(n + 1) - 2¢'(3/2 + 2n)]}. 

(3.7) 

Another expression is 

KRae(Z) = (pI/2/21T){S 1/2 + ~5/2! m.(~)n S2/1 
/I =0 n!(n + I)! 

X [Ins 2 - h. + const]}. (3.8) 

In these formulas ¢' is the logarithmic derivative of the r 
function and h. is a combination of ¢' functions with differ­
ent arguments. If one adds a finite multiple of K '(Z), it mere­
ly affects the value of the constant. 

The function KRae is defined in the complex Z plane, 
cut from - 00 to + 1. It thus preserves those properties of 
K andK' that are necessary in a local field theory. The causal 
structure of de Sitter space and of the cone is reviewed in the 
Appendix. 

IV. FREE FIELD QUANTIZATION 

The functions ipKLM' ipLM' ip KLM introduced by (2.6)­
(2.8) have finite limits as €--+O. From now on we use these 
same symbols to denote the functions obtained by passage to 
the limit. We shall introduce a set of creation and destruction 
operators a KLM , bLM , CKLM and their adjoints, with commu­
tation relations to be given shortly, and we shall define the 
free quantized field operator by 

(4.1) 

Having determined the propagator, 

+ I. [ip 1- /y) ipl/Y') + ipl/Y) ip I /y')], (4.2) 
1 

we shall choose commutation relations for the creation and 
distruction operators that will ensure that 

lip /y), ip /y')] = K :ae(Z) - K Rae(Z), (4.3) 

where K :"e (Z ) is the boundary values of the analytic func­
tion K Rae' from above if sin(t - t ') > 0. 12 

To ensure the validity of (4.3) we shall postulate the 
following commutation relations: 
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[bLM , b *L'M'] = aLL,aMM" 

[aI' C*['] = [cI , a*r] = aII" (4.4) 
Other commutators vanish. A Fock space with indefinite 
metric is constructed by postulating a cyclic vector 10) with 
the property that 

aIIO) = bLM 10) = cliO) = 0. (4.5) 

A "physical subspace" may be defined as the subspace of all 
states with the property 

0¢=Q ~~ 

This is analogous to the Lorentz condition a·A + ¢ = ° in 
quantum electrodynamics. This space contains quanta asso­
ciated with the subspace r introduced in Sec. II, and has a 
positive semidefinite metric. The subspace of zero-norm 
states consists of all states with at least one a-excitation; 
these quanta are associated with r g' The actual physical 
multi-Rac states are in the completion of the quotient of the 
"physical subspace" by this zero-norm subspace. 

The simplest way to pass to the quotient space is to 
replace the fields by their limits at spatial infinity. We prefer 
to extrapolate from (the double covering ot) the de Sitter 
hyperboloid, to y2 > 0, by fixing the degree of homogeneity to 
be - 1/2, and then passing to thelimit y2 = 0, with y, t fixed. 
This limit is the same as the limit at spatial infinity, in the 
sense that 

yl/2lim¢ (P) = limyl/2¢ (P). 
y!----+o r-oo 

In this limit all the gauge fields vanish. From now on we 
suppose that this has been done, and we shall henceforth use 
the letters u, v to denote Rac coordinates on the cone. Here is 
a summary of the conventions used: 

u2 = u~ + u~ - il2 = 0, Uo = Usint, Us = Ucost, (4.7) 

U=(u~+u;)1/2=lill, a=ilIU, (4.8) 

Lap¢ (u) = i(uaap - upaa)¢ (u), (4.9) 

¢ (u) = U 1/24>(t, a). (4.10) 

Instead of the wave equation (2.3) we have 

a2¢ (u) = 0, (u.au + !)¢ (u) = 0, (4,11) 

or 

This can be obtained by variation of the invariant action 

A = f dtdaH4>7 - 4>~ - (l/sin2e)4>~ - !4>2]. (4,13) 
Js1XSZ 

Here 4>t = a4>lat, etc. The invariant, indefinite inner prod­
uct, canonically associated with this action, is 

(4),4>') = i (f, ia,4>da, 
s, 

(4.14) 

The positive energy, stationary solutions of(4.12) [compare 
(2.8)], 

4>LM(t, a) = (2L + 1)-1/2e -it(L+ 1/2lyLM(a) = UII2¢LM(U), 
(4.15) 

are orthonormal with respect to (4.14). We are now ready to 
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define the free Rac quantized field. To do this on de Sitter 
space required dealing with gauge problems and indefinite 
metric. On SI XS2 we have no gauge problems, since all 
gauge fields vanish there. 

The most straightforward quantization procedure, and 
the one we shall adopt in this paper, consists of introducing 
creation and destruction operators associated with the solu­
tions (4.15), with conventional Bose-Einstein commutation 
relations: 

(4.16) 

the other commutators vanishing. The free quantized field 

(4.17) 

is thus a Hermitean Bose field, acting on the standard Fock 
space that is constructed in a unique vacuum state 10), satis­
fying bI 10) = 0. 

The two-point Wightman function is 

(Ol¢ (u)¢ (v)IO) = L¢I(U) ¢I(V) =D(u, v). (4.18) 
I 

After multiplying this by ( UV) I /2 one obtains the distribution 

D(t, a; t', v) =-4
1 

Le-i7jL+1I2lPL(U'V) (4.19) 
1T L 

= _1_(2 COST - 2a.v)-1/2. (4.20) 
41T 

The last formula is valid in the following sense: the distribu­
tion D is the limit of the analytic function (4.20) as T = t - t' 
tends to the real axis from below. 

Distributions D ± will now be defined by 

D ± (t, a; t', v) = (1/41T)(2 COST ± iE - 2a.v)- II2. (4.21) 

These are boundary values of an analytic function of COST, 
defined in the complex plane cut from - 00 to a·v. We shall 
always interpret D and D ± in this way, and permit ourselves 
the abusive notations 

D (u, v) = (1/41T)(2u.v)-1/2 

D ±(u, v) = (1/41T)(2u,v ± iE)-II2. 

The commutator 

[¢ (u), ¢ (v)] = E(sinT)(D + - D -), 

(4.22) 

(4.23) 

(4.24) 

vanishes when COST> a·v; that is, when the separation be­
tween u and v is spacelike-even. (The causal structure of de 
Sitter space and of the cone are reviewed in the Appendix.) 
The equal time commutator [4>(t, a), 4>(t, v)] vanishes, and 

[ 4>(t, a), ~(t, V)] = iLYLM(U) YLM(V) 
dt I 

= ia2(u, v), (4.25) 

where a 2 is the Dirac a-function relative to the measure da 
on S2' For It - t 'I < 1T, 

T¢ (u)¢ (v) = {¢ (u)¢ (v), 
¢(v)¢(u), 

t> t', 

t' > t. 

For the vacuum expectation value we have 

(OIT¢ (u)¢ (v)IO) = - iDF(u, v) = D +(u, v), 
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(4.28) 

The only SO(3, 2)-invariant interaction between the 
Racs, of the usual local, polynomial type, that can be added 
to the action (4.13), is g 1(,9 6. Interactions between Racs are 
therefore characterized by a unique, real coupling constant. 
[Locally, one can pass to another three-dimensional formu­
lation by projecting the cone on a fiat 2 + 1 dimensional 
Minkowski space; then SO(3, 2) becomes the conformal 
group of this space. The conformal degree of the Rac is 
- 1/2 and g 1(,9 (, is the only conformally invariant interac­

tion.] In the next section we shall formulate this theory di­
rectly on de Sitter space. 

V. LAGRANGIAN FIELD THEORY WITH INTERACTIONS 

Instead of extending the fields to lR', y2 > 0, and passing 
to the limit y2 ~O, one may remain on de Sitter space and 
consider the limit r~ 00 with t, y fixed. In this limit 

lim rl/2ip U1(Y) = (L + ~) - 1/2e - it IL + 1121 YLl1lY), 

(5.1) 

lim r
l12

ipKLM = lim rl12ip KLM = 0, K;>l. 

Thus all gauge fields fall off faster than r- 1/2 as r~ 00. Let a 
L~grangian density on de Sitter space be given by 
(N=y"aa): 

_ j = !(L"rJip)(L "fJip) + ~ip 2 + gl'P 6 

= _ (1/2p)(a" ip )2 _ (Nip f + ~ip 2 + g lip "'. (5.2) 

If the action is defined by integrating over de Sitter space 
with an SO(3, 2)-invariant measure then the variational 
equation is 

(5.3) 

Since the physically important part of the field is periodic, 
integrating over the universal covering of the hyperboloid is 
questionable, but if the integration is restricted to the double 
covering then the gauge fields will give nonvanishing bound­
ary contributions. 

The problem is to find an action that is gauge-invariant. 
Since gauge fields fill off faster at spatial infinity than the 
physical fields, this can be solved by choosing an action that 
can be expressed as a surface integral at spatial infinity. In 
other words, take the action 

(5.4) 

The function j is the same as in (5.2); it was constructed so 
that only physical fields contribute to the limit. Next 

A = 2f dt dfl rx dr~(rly) 
Jo ar 

= 2 f dl dflfr2dr(3 + ra r )·:!, 

and finally 

1104 

A = f dya.yy', 

dy=b(y2-p-l)d'y =2dt dJy. 
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(5.5) 

The integral extends over the double covering of the hyper­
boloid; since the action is gauge-invariant no surface terms at 
t = ± 211' appear when one integrates by parts. The action 
(5.5) gives rise to the completely gauge-invariant equation 

}i~ r'l (~Laf!L al! + ~)'P + 6g l'P 'I = 0. 

Wishing to formulate a theory of fields that propagate on de 
Sitter space we introduce "gauge fixing." Relaxing the in­
variance requirement for the free Lagrangian we take 

A = fdYJo+ fdY(3+N)/ I' 

wherefo is the free Lagrangian and f 1 the interaction. 
Now we get 

(~L"IJL arJ + i)'P = g lip 'bra x ), 

where by b(a 00 ) we indicate a o-distribution supported on the 
surface SI XS2 at spatial infinity. In a future paper we hope 
to develop this theory in greater detail, and to complete its 
interpretation in terms of massless particles and fields. 16 

APPENDIX 

The causal structure on de Sitter space was first de­
scribed by Castell. 17 The separation between y and y' is said 
to be spacelike if Iy,y'l > pi, spacelike-even ify.y' > P I spa­
celike-odd if y.y' < - p - I, and timelike if Iy-y'l <p I. The 
hyperboloid contains two disconnected regions that are spa­
celike relative to y', one whose border contains the point y' 

(this is spacelike-even relative to y') and one whose border 
contains the point - y' (spacelike-odd relative to y'). There 
are also two disconnected regions that are timelike relative 
to y', their borders intersect aty' and at - y'. They are distin­
guished by the sign of t - I " and this is the basis for the 
invariant definition of the future and the past relative to the 

21T 

1T 

S.E. 

--~ - - '1'- - - - - - - -

S.O 
invariant 
future 

-, __ 1. _____ _ 

o S.E. S.E. space-like region 
contiguous to y' 
--1-------

-1T -y~ S.O. invariant 
post 

-2~ ~ __ t _____ _ 

FIG. I. Double covering of the hyperboloid. The two points marked y" arc 
identified with each other. The field commutator [d> (y). d> (y')] vanishes if y 
lies in a region marked Sipacelike) Elven). The regions in whichy is timelike 
relative to y' are marked Tlimelike). As one passes to the cone, these regions 
shrink away. and the past and future are made up of the spacelike·odd 
regions Imarked S.O.) and their boundaries. 
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t 
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-t 

FIG. 2. Double covering of S, XS" with S2 represented asa horizontal line. 

pointy'. The precise definition depends on which covering 
space is being considered. 8 In the case of the double covering 
we have two disconnected regions that are spacelike-even 
relative to y'. We call the future of y' the set of all points y 
such that t - t ' > 0 and such that y is not spacelike-even rela­
tive to y'; we call the past of y' the set of all points y such that 
t - t' < 0 and such that y is not spacelike-even relative to y'. 
Figure 1 gives a rough illustration. 

In the limit y2-+<) this causal structure on the double 
hyperboloid turns into a causal structure on the double cone. 
The timelike regions marked T in Fig. 2 shrink away and the 
past and the future are made up of the limits of the spacelike­
odd regions. In order to explain why it is that spacelike-odd 
regions on the hyperboloid must be considered as lying in the 
past or in the future, let us consider the propagator-function. 
The propagator for D (Eo, 0) is given by the boundary values 
of a function of Z = py.y', cut from - 00 to + 1. The space­
like-even/timelike/spacelike-odd regions areZ > 1, IZ I < 1, 
Z < - 1, respectively. If Eo is an integer (as it is for integer 

1105 J. Math. Phys., Vol. 22, No.5, May 1981 

spin massless particles), then the cut extends from Z = - 1 
to Z = + 1 only. (In the case of massless particles it disap­
pears altogether, leaving only poles at Z = ± 1.) In all other 
cases, including the Rac = D (!, 0), the cut extends all the way 
to - 00. Therefore, if y is spacelike-odd relative to y', then 
the field operators ¢ (y) and ¢ (y') do not commute with each 
other. In the limit y2-+<), the cut extends from - 00 to 0 in 
the variable y.y' except when (as in the case of massless parti­
cles) it reduces to a pole. 
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A general theory is systematically presented for handling sets of discrete quantities like values of a 
field on a lattice, with use of special functions of continuous variables. Those functions, which 
interpolate their discrete lattice values, form a so-called quasicontinuum. The multiplication rule 
for interpolating functions, corresponding to the multiplication of lattice sites values of those 
functions, turns out to be a nOn local operation. Moreover, the Leibnitz rule for differentiation of a 
product is invalid here and its defect is found explicitly. The derivatives of interpolating functions 
at lattice sites may be readily calculated and yield results found earlier by the SLAC (Stanford 
Linear Accelerator Centre) group. 

PACS numbers: 11.1O.Lm, 11.l0.Np, 02.30.Sa 

I. INTRODUCTION 
A new trend in quantum field theory started with the 

Wilson formulation of gauge theories on a lattice. ' Instead of 
writing about the motivations and hopes inspiring this kind 
of research, we shall be concerned here with some of its prob­
lems. In particular, we would like to clarify its mathematical 
foundations by linking it with similar schemes developed 
earlier in the theory of elastic media and in the theory of 
communication. 

Indeed, assuming a simple cubic spatial lattice in the 
Euclidean space R 3 one is dealing with the set of values-let 
us say a scalar field d> (t,x) at lattice sites, x = an, where a is 
the lattice constant and n = (n J ,n2,n3

), n k integers. Immedi­
ately the question arises of values of partial derivatives of the 
field at those points, and a lot of ingenuity, and work, was 
invested before a satisfactory derivative was defined. 2--4 

Clearly, the problem of finding derivatives Jk if> (t,an) 
would be solved instantly if the field if> (t,x) could be restored 
from its values at the lattice sites. This is not at all a hopeless 
task if one takes into consideration that the Fourier trans­
form <P (t,p) of the field has support confined to the bounded 
region 
~[= (p; - A<Pk <A,k = 1,2,3;A = 17'/a). 

Hence the field if> (t,x), it turns out, admits an analytic con­
tinuation, in all its spatial variables, as an entire analytic 
function. This, together with some technical assumptions, 
leads to a unique restoration of the field from its values at 
lattice sites! The partial derivatives of the field coincide with 
those found by the SLAC group.4 

Therefore, when dealing with a field theory on a lattice, 
we find it natural and useful to consider its interpolation-a 
field having given values at lattice sites. Such a field permits 
us to use well-developed techniques of continuous analysis 
for handling discrete quantities. There is, of course, some 
price to be paid for this convenience, as we will see later. 

The interpolation problem is an old one. It starts with 
the Lagrange formula for an entire analytic function assum­
ing given values at some infinite set of points. 5 In more mod­
ern literature it appeared in the theory of communication as 
the problem of passing information about a continuous func­
tion by transmitting through a communication channel only 
its values at discrete points. A corresponding theorem on 
reconstruction of a function from its discrete samplings was 

rediscovered by Kotelnikov and by Shannon.6 Recently, 
similar questions were discussed in a theory of elastic media. 
The so-called quasicontinual approach to crystals, or, more 
generally, to media with a discrete microstructure was pro­
posed in Refs. 7-9. 

We shall describe in the next section the main points of 
reconstruction of an interpolating field from its values at 
lattice sites, for the completeness of the paper, and to estab­
lish the notation. We borrow freely from Refs. 6, 7, and 9-11. 
The third, fourth, and partly the fifth sections contain our 
original results on the multiplication law of interpolating 
fields and corresponding formfactors. It turns out that a 
product of two or more fields is a nonlocal operation, and 
that that Leibnitz rule for differentiation of a product is inap­
plicable. The formfactors oflower order are found explicitly, 
and the defect of the Leibnitz rule is calculated. Hence, the 
price one has to pay for the comfort of using previous meth­
ods of continual analysis, when dealing with a field theory on 
a lattice, is the nonlocality of the corresponding theory, and 
inapplicability of the Leibnitz rule for differentiation of the 
specially defined product of two interpolating fields. These 
interpolating fields, being entire analytic functions of degree 
not greater than one and of type A, are also called quasicon­
tinual fields. They may serve as an alternative for the existing 
approaches to field theories on lattices which emphasize mo­
mentum space or single sites pictures, and techniques. The 
quasicontinual approach takes full advantage of working 
with continuous functions in space-time. Functions of this 
sort form a quasicontinuum. This concept has several impor­
tant applications already mentioned and promises to be use­
ful in physics. 

II. CONCEPT OF A QUASICONTINUUM 

A. An interpolation problem 

Let us start with the simplest example of a function of 
one variable if> (x), xER.' Generalizations to higher dimen­
sions will be obvious and corresponding final formulas will 
be given later. 

We assume that the Fourier transform of if> (x) has spec­
trum localized in the interval [ - A,A ], A = 17'/a, 

I f;\ -
if> (x) = --= dp if> (p)exp(ipx), 

~217' -II 

(I) 
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- 1 fao cfJ(p) = -= dx cfJ(x)exp( - q,x). 
~21T - '" 

(2) 

Expanding the function 4> (p) into the Fourier series and sub­
stituting into the first formula we get, after the integration 
overp, 

4>(p) = ! Cnexp( - inap), PE'JI, (3) 
n = - 00 

1 fA - a 
Cn = - dp cfJ (p)exp(inap) = -=- cfJ (na), 

2A -A ~21T 
(4) 

cfJ (x) = a ! cfJ (na)l5a (x - na), (5) 
n= - 0:1 

where the function l5a (x) is given by the formula 

I fA . sin(Ax) 
l5a (x) = - dp exp(lpx) = --. 

21T - A 1TX 
(6) 

Clearly, this function approaches the Dirac l5-function when 
a~. Moreover, it shares most of the properties which we 
list here. The proofs are outlined in the Appendix 

l5a (x) = l5a ( - x) = 15:(x), (7a) 

l5a (0) = a-I, (7b) 

l5a (na) = 0, for n =1=0, 

J: 00 dx 150 (x) = I, 

J: 00 dx 150 (x - y)cfJ (x) = cfJ (Y), 

J: 00 dx 150 (x - ma}l5a (x - na) = I5mn , 

a ! I5Ax - na)l5a(y - na) = l5a(x - y), 
n = - 00 

a ! l5a (x - na) = 1, 
n = - 00 

liml5a (x) = l5(x). 
a~O 

(7c) 

(7d) 

(7e) 

(7t) 

(7g) 

(7h) 

(7i) 

Using property 7f of the 15 a -function, and formula (4), we get 
from formula (5) the equality 

foo V21T 
dx cfJ(x)l5a(x - na) = -- Cn = cfJ(na)=cfJn • (8) 

-00 a 

Therefore, if one introduces the equidistant lattice in R t 

x = na, n integer, (9) 

and considers values of a function cfJ (x) at lattice sites as 
given, one may recover it, or its Fourier transform, from the 
basic formulas 

(to) 
n = - ao 

- a 00 

cfJ(p) = -== L cfJnexp( - inap). 
V 21T n= - 00 

(11) 

Conversely, when the functions cfJ (x) or 4> (p) are known, we 
may find their lattice values as follows: 

(12) 
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I fA -cfJn = --= dp cfJ (p)exp(inap). 
V21T -A 

(13) 

We have repeated some formulas here but we feel that it is 
worthwhile to collect the main expressions in a neat form as 
they constitute a backbone of what is called a quasicontin­
uum approach. The function cfJ (x), being of the Fourier 
transform of a function with finite support, has special ana­
lytic properties which we shall discuss in the next section. 
Such functions compose the quasicontinuum which repre­
sents the discrete sets ! cfJ (na), n integer). The function cfJ (x) 
is also called the interpolating one for the set of its lattice 
values. The reason is that it agrees with a priori prescribed 
values cfJ (na) at the lattice sites, when x approaches corre­
sponding the site. This follows immediately from the proper­
ties (7b) and (7c) of the l5a -function and formula (to), viz., 

cfJ(x)L<=na = cfJn • (14) 

For any two interpolating functions cfJ\(x), cfJ2(x) and 
their Fourier transforms 4>\(p), <P2(p) we may write the 
Parseval relation, if they are square integrable functions, 

f: 00 dx cfJ T(x)cfJz<x) = f~ /p 4> T(p)<P2(p) 

n = - 00 

The last equality is a consequence of property 7f of the 15 a -

function. Setting cfJtn = I and cfJ2n = cfJn, we get, using for­
mula (to) and property 7h of the l5a -function, that the func­
tion cfJt(x) is identically equal to unity. Hence the remark­
able equality follows 

J:oodXcfJ(X)=an=~oocfJn. (16) 

Formulas (15) and (16) show the perfect quality of interpola­
tion with the function cfJ (x) given by formula (to). 

B. Uniqueness of interpolation and analyticity 

In order to understand the somewhat miraculously 
unique correspondence between the set oflattice values ( cfJ n' 
nEZ I and interpolating functions cfJ (x) one should realize 
that they may be analytically continued to entire functions of 
the variable z = x + iy 

1 fA -cfJ (z) = ~ dp exp(ipz)cfJ (p). 
V21T -A 

(17) 

Clearly, one may expand such a function into the Taylor 
series for any z. Moreover, due to the square integrability of 
4> (p), one has the estimate 

IcfJ(z)I<Cexp(A Iyl)· (18) 

Therefore, it is the entire analytic function of degree not 
higher than one and of the type A. It is a theorem that the 
interpolation problem within the class of entire analytic 
function of degree not higher than one and of type A, and 
square integrable on a real axis, has a unique solution given 
by the formula 

cfJ(z)= f cfJn sinA(z-n1TIA) , (19) 
n=-oo A (z-n1T/A) 
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and the series is uniformly convergent within every bounded 
region. 6 Clearly, for z real one recovers formula (10). 

Having 4J (z) we also have at the same time all its deriva­
tives at any point uniquely determined. The interpolating 
function 4J (z) representing the discrete set 14J n; nEZ I of its 
lattice values, and having the above-mentioned analyticity 
properties in addition to square integrability, is an element of 
the quasicontinuum. The square integrability condition, al­
though essential for the uniqueness of the interpolation 
problem, may be replaced by other conditions which will be 
discussed later. Concerning the functions 4J (x), we will also 
discuss the quasicontinual representations of discrete sets of 
their lattice values. 

The functions 4J (x), 4> (p), and 4Jn may also be viewed 
as different representations (x,p, and n, respectively) of the 
single element of an abstract Hilbert space .:W" 

4J (x) = (xl4J), 

cP(p) = (P14J), 
(20a) 

(20b) 

(20c) 

Here Ix), IP), and In) are vectors of different orthogonal and 
complete bases in the space.:W" (as a consequence of the Par­
seval relation) 

(4Jt!4J2 ) = f~ 00 dx (4J,lx) (xl4J2 ) f~/p (4J,lp) (P14J2 ) 

! (4J,ln) (nl4J2 )· (21) 

Assuming for the transition amplitudes between these bases 
the values 

(xlP) = exp(ipx) , 

V21r 

(nix) = V~8a(x - na), 

(
a )'/2 (nip) = 21r exp(inap), 

(22a) 

(22b) 

(22c) 

we obtain the formulas (10)-(13) as unitary transformations 
from one basis to another. 

c. Determination of derivatives at the lattice sites 
The first derivative of the interpolating function may be 

readily calculated using formula A(6) 

4J ~ = ~ ~ fA dp ip4> (p)exp(inap) (23a) 
V 21r - A 

= a ! 4Jn8~(ma - na) (23b) 
m = - 00 

(_l)n-m ! 4Jm • 
m~ -00 a(n -m) 

(23c) 

One immediately recognizes in it the celebrated SLAC 
derivative.4 The highly nonlocal character of its dependence 
upon the field itself is evident. Every site but one contributes 
to it. One may calculate all other derivatives, in the same 
way, if needed. 
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D. Generalization to distributions 

The whole construction may be generalized to the case 
when 4> (p) is a distribution of a compact support in 
[ - A,A ]. It is known that its Fourier transform 4J (x) is 
again an entire analytic function of degree not higher that 
one and of type A, and is polynomially bounded on a real 
axis." 

Let N (2l) denote the space of test functions defined on 
the lattice sites I ipn; nEZ I and which vanish, with In I going 
to infinity, faster than any inverse power of n, viz. 

N (21) = I ipn ;nNipn -0 for all natural N I. 
Let P (21) be the set of functions of the form 

ij.5(p) = a ! ipnexp( _ inap), pE21, 
~21r n ~ - 00 

where ipn EN (21). 

(24) 

(25) 

Further, letX (21) denote the Fourier transforms of ele­
ments from P (21) as given by the formula (1). 

Let P , (21) be the set of distributions on the space P (21) 
defined by the formal series 

- a oc 

4J (p) = --= I 4J n exp( - inap), pE21, (26) 
V 21r n ~ - oc 

where the coefficients 4Jn EN'(21) satisfy the polynomial 
bounds 

14J n I .;;; C I n I N, for some natural number N. (27) 

Finally, let X' (21) be the set of Fourier transforms of distribu­
tions from P '(21). For any ip(x)EX (21) and 4J (x)EX '(2I) we 
may write the equalities 

(4J,ip) = fOO = dx 4J *(x)ip (x) = fA A dp 4> *(p)i) (p) 

00 

= a "" 4J *m ~ nTn. (28) 
n = - 00 

The formulas (1), (2), and (10)-(13) are valid both for test 
functions and corresponding distributions, and establish the 
isomorphic mappings between the corresponding sets 

N (21)-P (21)_X (21), 

N , (21)-P , (21)_X '(21). 

E. Uniqueness of the interpolation in the case of 
distributions 

(29) 

(30) 

The question of uniqueness of the reconstruction of the 
distribution 4J (x) from 4J n arises again since the square inte­
grability property is now generally missing. The reconstruc­
tion will be unique ifit yields zero distribution for the distri­
bution 4Jon -0. Therefore, one first should examine whether 
the equations 

f~ dp 4>o(p)exp(inap) = 0, nEZ, (31) 

admit some nonvanishing solutions for 4>o( p)EP '(2{). In fact. 
unfortunately, there exists a general solution of the form 

4>o(p) = 9 (~ )[8(P -A) - 8(p + A)], (32) 
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where .9 (x) is a polynomial. This spoils the uniqueness of 
the interpolation procedure, since we have for tPo(x) the 
result 

tPu<x) = i.J!; .9( - ix)sin(Ax). (33) 

This function vanishes, however, at every lattice site. One 
sees that the uniqueness of interpolation holds when addi­
tional restrictions imposed on the function tP (x) rule out the 
possibility of adding the funtion tPo(x) to tP (x). This function 
vanishes, for instance, when tP (x), and correspondingly 
tP (na), is required to vanish at infinity. This is the case for the 
square integrable functions as considered in (lIB), and for 
the test functions belonging to X (m:) in general. Any two 
interpolating distributions, corresponding to the same 
tP (na), differ by a function of this form, and thus should be 
considered equivalent. Therefore, the uniqueness of the in­
terpolation problem for the distributions, which also include 
functions as a special case, may be achieved by factorizing 
the space X' (m:) over the linear subspace of functions of the 
form tPo(x). This can be effectively done by the identification 
of the end points of the set m:. Indeed, one has in this case the 
equality 

o (p - A) = 0 (p + A), (34) 

and the function cPo( p) vanishes identically. The set m:*, i.e., 
the set m: with identified end points, becomes equivalent to 
the circle of radius r = A itT = a - I. It tends to the compacti­
fied line R * when a-D, so it differs in topological properties 
from the usually considered momentum space R I. Any mo­
mentum PEm:* may be viewed as a length of an arc of the 
circle C (A itT) (see Fig. 1). The point p = A + 0, c:5 > 0, is 
equivalent to the point p = - A + {) if one is moving along 
the circle in the positive direction. Similarly,p = - A - c:5 is 
e~uiv~len~ to the point p = A - c:5 when moving in the oppo­
sIte dIrectIOn. In this way any p may be represented on the 
circle C (A /1T). Clearly, the resulting momentum may be ob­
tained from p by applying to it the operation mod 2A. 

F. Operation of convolution 

For any two distributions cP1(p), cP2(p) with supports 
in m:* one may define their convolution cP1*cP2(P) with a 
support coinciding (this is essential) with the set m:* again 

---j-­

A 

FIG_ I. Compactification of the interval (- A,A 1 to the circle C(A /tT) = \11. 
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tP1*tPip) = J~ A dp' tP1(p - p'lmOd2A )tP2(p'). (35) 

This is not the case for the usual convolution operation, 
which doubles the support. Taking into account the equiv­
alence of the points A + c:5 and - A + {) on the circle 
C (A /1T), one may derive the following useful formula for the 
convolution 

tP1*tPip) = 0 (P)[ J: : Pdp' tP1(p + p')tPi - p') 

+ 1A_ /p' tP1(p + p' - 2A )tPi - P')] 

+ O( - P)[ f_-AA -Pdp' tP1(p + p' + 2A )tPi - p') 

+ J~ A _ pdp' tP1(p + p')tPz{ - P')] . (36) 

One infers from it the symmetry property 

(37) 

The convolution defined here coincides with the usual 
one when for at least one of the components tPI or tP2 the 
following equality holds: 

tP (p - p'lmod2A) = cP (p - p'), for allp'Em:*. (38) 

This is satisfied, clearly, in the following case: 
(1) Momentum p is zero. 
(2) tPI or cP2 has support localized at p' = O. 
(3) cP 1 or tP2 is a periodic function with the period lA. 
(4) tPI or tP2 is a constant function, independent of p. 
The convolution operation is a linear in every compo-

nent, is symmetric, and has the property 

(tP1*cP2l*cP3(p) = cP1*(cP2*cP3)(P)· (39) 

G. Multiplication of distributions 

Let tP 1n , tP1n be two distributions from N'(m:*) and let 
tP1(x), tP2(x) be their interpolations belonging toX '(m:*l. Cor­
respondingly, tP1( pl, tP2( p) are their Fourier transforms, 
forming the set P '(m:*). The product 

(40) 

does exist in N I (m:*) since the polynomial bound is satisfied. 
Therefore, one may construct tP (x) and tP (p) for it. One 
easily finds, due to the periodicity property of exponential 
functions, the formula 

(41) 
n= - ~ 

Hence, according to (26), we have 

(42) 

and 

(43) 

W. Garczynski and J. Stelmach 1109 



                                                                                                                                    

The distribution fP (x) can be viewed as a kind of product of 
the distributions fPl(x), fP2(x) reconstructed from fP ln and 
fP2n , respectively. We shall denote this with a dot, while for 
the usual product the dot will be omitted 

fP (x) = (fP.·fP2)(x)EX'(m:*). (44) 

This is a commutative multiplication rule since the con­
volution of cP l and cP2 is commutative. It differs, generally, 
from the usual product, since the convolution operation dif­
fers from the usual one, and it coincides with the usual prod­
uct when the convolution does. According to the four cases 
considered in Sec. (II F), one can write the corresponding 
equalities 

(1) f:oodX(fPT'fP2)(X) =~21T'(fPT.fP2)i(p~o) 
= cPT( -p)*cP2(p)lp~o 

= f~/p cPT(p)cP2(p) 

= f: 00 dx fP T(x)fP2(x). (45) 

(2)( 9·fP Xx) = 9 (x)fP (x) for any polynomial 9. 
(46) 

formula as follows 

(3) Da (x - rna)·</> (x) = Da (x - rna)fP (x), (47a) 

Da(X - rna)·Da(x - na) = a-IDmnDa(X - rna). (47b) 

(4) (Da'fP )(x) = Da (x)fP (x). (48) 

H. Violation of the Leibnitz rule 

Let fP (x) be the dot product of two distributions fP I and 
fP2 defined according to (44). In order to calculate its deriva­
tive we apply the prescription (23) and the formula (42) 

fP '(x) = (fP.·fPz)'(x) = 1 fA dp ipcP (p)exp(ipx) (49) 
v' 21T' - A 

= -'-' fA dp pexp(ipx) 
21T' - A 

X f~ A dp' cP.(p - p')lmod2A )cP2(p')· 

Using the identity 

p=p-p' +P' 

= P - p'lmod2A + p' 

(50) 

+2A [8(p-p'-A)-8(p'-p-A)], (51) 

where 8 is the usual step function, we may rewrite the last 

(fP.·fP2),(x) = -'- dp exp(ipx) dp' (p - p'lmod2A )cPl(p - p'Imod2A )cP2(p') . JA JA 
21T' - A - A 

+ -'- dp exp(ipx) dp' cP I (p - p' I mod2A )p' cP2( p') . fA fA 
21T' - A - A 

(52) 

'A fA fA + 7 _ /p exp(ipx) _ /p'[8(p' - p - A )]cPl(p - p'lmod2A )cP2(p') 

= (fP; .fP2)(x) + (fPl·fP 2)(x) + L1a(X,fPl,fP2)' (53) 

Here the function L1a (X,<PI,fP2) measures the degree of violation of the Leibnitz rule. We shall call it the defect of the Leibnitz 
rule 

'A fA L1 a(X,fP l ,fP2) = _I - dp exp(ipx) 
1T' -A 

xf~ A dp' [8 (p - p' - A ) - 8 (p' - p - A )] 

cPl(p - p'lmod2A )cP2(p')· (54) 

Clearly, the Leibnitz rule is satisfied in those cases when the dot product coincides with the usual one. In particular, according 
to the formula (46) of the previous section, we have for any polynomial 9(x) and any distribution fP (x)EX'(m:*) 

(9.fP)'(x) = 9'(x)fP(x) + 9(x)fP'(x). (55) 

The function L1a (x,fP.,fP2) vanishes in the limit a-o, as one may easily see by applying the de l'Hospital's rule and using 
the equivalence of the end points in m:* 

limL1 a(X,fP l,fP2) = lim i~ J'" dp exp(ipx) 
a __ O a--Q a - 00 

X f: 00 dp' [D(p' - p - A) - D(p' - p - A )]cP.(p - p'lmod2A )cP2(p')=0. 
(56) 

Hence, the Leibnitz rule is restored in the continuum limit. 

III. FORM FACTORS 

The dot product of any two distributions may be equivalently written in the following way 
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(4)I·4>2)(X) = (217") -1 f~ A dp' f~A dp" exp(ip'x)rP1(p' - p"/mod2A)rPip") 

= f~ "" dxJ~ ""dx" M a(x,x',x")4>I(X')4>2(X"). (57) 

Here, the formfactor Ma (x,x' ,x") is given by its Fourier transform 

Ma(x,x',x") = (217")-2 f~A dp' f~A dp" exp[ip'x - i(p' - p"/mod2A)X' - ip"x" J (58a) 

= (217") - 2f~ A dp'exp(ip'x)exp( - ip'x')*exp( - ip'x") (58b) 

= (217")-3/2 f~A dp f~A dp' f~A dp" Ma(p,p',p")exp(ipx + ip'x' + ip"x"), (58c) 

where 

Ma(p,p',p") = (217")- 1/28[p + (p' +P"/mod2A)]. 

The integral (58) can in fact be performed explicitly using 
the general formula (36) for a convolution and performing 
the integration over p'. After somewhat lengthy calculations 
one may arrive at the result 

Ma(x,x',x") 

= 17" - 2 [ [(x - x")(x" - x')] - 1 sin(Ax)sin(Ax') 

+ [(x - x')(x - x")] - 1 sin(Ax')sin(Ax") 

+ [(x - x')(x" - x')] - 1 sin(Ax)sin(Ax") J. (60) 

The following main properties of the formfactor can be read­
ily seen from it or from the definition (58): 

(1) Ma(x,x' ,x") is a completely symmetric function 
with respect to the permutation of its arguments. 

(2) Ma (x,x',x") is a real function. 
(3) Ma (x,x' ,x") is periodic under the simultaneous shift 

of all its variables by a lattice vector, viz. 

Ma(x,x',x") = Ma(x + na,x' + na,x" + na), neZ. (61) 

(4) f~""dXMa(X'X"X")=8a(X'-X"). (62) 

(5) lim Ma (x,x',x") = 8(x - x')8(x' - x"). (63) 
0-_0 

The dot products of more than two fields lead to the 
formfactors of higher order. For instance, for the dot prod­
uct of three fields we get, by applying the rule (57) twice 

(4)I·4>2·4>3)(X) = f~ "" dx' dx" dx'" Ma 

X (x,x',x" ,x"')4> 1 (x')4>2(x")4>ix"'), (64) 

where the third order formfactor is 

Ma(x,x',x" ,x'") 

= f~ "" dy Ma(x,x',y)MAy,x" ,x'") 

= (217") -2 f~ A dp dp' dp" dp"' Ma(p,p',p",p"') 

X exp(ipx + ip'x' + ip" x" + ip"'x'"), 

where, furthermore, 

(65) 

(66) 

Ma(p,p',p",p"') = (217") -18[ P + (p' + p" + p"'/mod2A)J. 
(67) 
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(59) 

I 
Generally, for the dot product of n fields one gets 

(4) 1·4>2 ... 4> n )(x) 

= f~ "" dxl· .. dxn M a(x,x!>· .. ,xn)4>I(xd .. ·4>n(xn), (68) 

where the nth order formfactor is given by the formula 

Ma(X,xI,· .. ,xn) 

= f~ 00 dYI .. ·dYn_2 Ma(x,xl,ydMa 

X(YI,x2'Y2) .. ·Ma(Yn-2,xn_l,xn) (69) 

= (217") - n/2f~ A dp dPI· .. dPn Ma(P'PI,. .. ,Pn) 

Xexp(ipx + iP1x1 + ... + ipnxn). (70) 

It is easily seen from this that it satisfies the recurrence 
relation 

Ma(x,xl, .. ·,xn) 

= L""""dY M a(x,xI, ... ,xn-2,y)Ma(Y,xn_I'Xn). (71) 

A similar formula holds for its Fourier transform 

Ma(P'PI,. .. ,Pn) 

= (217") -1I2JA dq Ma (P,PI,.··,Pn _ 2' - q) 
-A 

X8[q + (Pn -I + Pn /mod2A)] 

= (217") - (n -1)/28 (p + ktl/mod2APk ) . (72) 

One can infer from this many properties of the formfactors, 
like their reality and full symmetry under the permutations 
of their arguments. 

We have performed, actually, the integrations for the 
third order formfactor and we found, after some rather te­
dious calculations, the result 

Ma(x,x',x" ,x"') 

= 17"-3 [[(x - x')(x - x")(x'" - x)] -I 

X cos(Ax)sin(Ax')sin(Ax")sin(Ax·') 

+ [(x - x')(x' - x")(x' - x"')] - 1 

W. Garczynski and J. Stelmach 1111 



                                                                                                                                    

X sin(Ax)cos(Ax')sin(Ax")sin(Ax"') 

+ [(x - x")(x' - x")(x'" - x")] - I 

X sin(Ax)sin(Ax')cos(Ax")sin(Ax"') 

+ [(x - x"')(x' - x"')(x" - x"')] - I 

X sin(Ax)sin(Ax')sin(Ax")cos(Ax"') I. 

IV. EXPLICIT EXPRESSION FOR THE DEFECT OF THE 
LEIBNITZ RULE 

Let us go back now to the formula (54) for the defect of 
the Leibnitz rule and write it in a slightly different form. 
Namely, upon performing the inverse Fourier transform on 
fields we get 

.1a(x,<P,,<P2 ) = J: oc dx' dx" .1a(x,.x',x")<P,(x')<Pix"), (73) 

where the kernel function is 

.1a (x,x/ ,x") 

= ~JA dpdp' [O(p+p'-A)-O(-p-p'-A)] 
2-rr _ A 

X exp{ ipx - i(p + p/ ImodZA )x' + ip'x"}. (74) 

This function, and thus the whole defect.1 a (x,<P,,<P2), may 
be expressed through the formfactor Ma (x,x/ ,.x"). Indeed, 
the formula (53) for differentiation of product of two fields 
may be written as follows 

J: oc dx' dx" ! M a(x,x',x")<P,(x/)<P2(x") 

= J: oc dx' dx" Ma(x,.x',x") 

X [<P; (x/)<P2(x") + <P,(x/)<P; (x")] 

+ J: "" dx' dx" .1a(x,x',x")<P,(x/)<P2(x"). (75) 

Taking into account that <Pk(x) are distributions and are of 
arbitrary form, we obtain from it the expression 

A ( /") (a a a )M ( / ") ""a X,X ,X = - + - + -- a X,X ,X . 
aX ax/ ax" 

(76) 

Using the explicit formula (60) for the formfactor, one gets 
the explicit formula for the kernel of the defect of the Leib­
nitz rule 

.1a(x,x/,x") = - (A /-rr)[(x - x')(x/ - x")(x" - x)] - I 

X [(x - x/)sin(x + x') + (x/ - x") 

xsinA (x/ + x") + (x" - x) sin(x" + x)]. (77) 

One sees that it is a real and fully symmetric function. 

V. GENERALIZATIONS TO HIGHER DIMENSIONS 

The whole scheme presented so far permits obvious 
generalizations to higher-let us say fl-.dimensions. We 
shall list here only the main formulas, for the sake of com­
pleteness of the paper. In order to minimize necessary 
changes in the previous formulas we shall use the following 
compact notations: 

(78) 
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n = (n l , ... ,nD), nl-'EZ. 

xp = X"P" J1 = 1, ... ,D. 

(79) 

(80) 

m=k-A<pl-'<A, J1=I, ... ,D, A= :}. (81) 

D 

Oa (x) = II Oa (x!'). (82) 
1'= I 

The Fourier transform of a distribution <P (x)EX /(~r) is 
defined naturally 

<P (p) = (21T) - DI2J d DX <P (x)exp( - ipx), (83) 

<P(x) = (21T)-D12Ld Dp <P(p)exp(ipx). (84) 

A distribution <P (x) is called the interpolation of a set of 
lattice values { <P n' nEZ D} if the following formulas hold: 

<P(x) = aDL<PnDa(x - an), 
n 

<P(p) = (a2/21T)DIZL<Pnexp( - ianp), pEm 

<Pn = (21T) - D!2 Ld Dp <P (p)exp(ianp), 

<Pn = JdDXDa(X-an)<P(x). 

(85) 

(86) 

(87) 

(88) 

Uniqueness of the interpolation is achieved by the identifica­
tion of endpoints of the D-dimensional cube m, yielding the 
set m*. 

The convolution operation is defined as 

<P I*<P2(P) = r dDp<P,(p -P/lmodZA)<P2(P'), (89) 
J~(. 

where for brevity we put 
p - p/lmodZA = {P" - P~ imodZA' J1 = 1, ... ,D I· (90) 

The product of two distributions 

<Pn = <PIn <PZn (91) 

generates, through (84) and (85), the distribution 

<P (x) = aDL<Pln <PZn Da(x - an) (92) 

= (21T) - Dr d Dp exp(ipx)<P,*<Pz( p)==(<PI.<PZ)(x) (93) J9(. 

(94) 

where the formfactor is simply the product of the one-di­
mensional formfactors 

D 

Ma(x,x',x") = II Ma(xl',x'l',x"I'). 
1-'=1 

(95) 

For the differentiation rule of the product we get the rule 

JI'(<P"<P2)(x) = (JI'<Pt'<P2)(x) 

+ (<PI ,ai' <P2)(x) + .1 ai' (X,<P I,<P2), (96) 
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where the defect of the Leibnitz rule is 

..:lalL (x, rfJ I ,rfJ2) 

iA i d Dp exp(ipx) 
1T(217')D - I ~[' 

X L.dP' [O(PIL -p~ -A)-O(p~ -PIL -A)] 

X 4> [( P - P' I mod2A )4>2( p') 

= fdDx' fdDx" ..:laIL(x,x',x")rfJ1(X')rfJ2(x"), 

where the kernel is given by the formulas 

..:lalL (x,x' ,x") 

(97) 

iA (dDp exp(ipx) ( dDp' [O(P/L - p~ - A) 
17'(217')2D - 1 J~. J~. 

(98a) 

-O(p~ -PIL -A)]exp(-i(p-p'lmod2A)x'-ip'X") 

(~ + ~ + ~)Ma(X,x"X") (98b) 
axIL ax'lL ax"IL 

= Ma (x,x',x") [..:la(xIL,x~,x; ]IMa(xIL,x'IL,x-IL ). (98c) 

VI. CONCLUDING REMARKS 

The next problem, after developing the above formal­
ism, is mainly applications to a field theory on a lattice. One 
may think of a lattice introduced in all the space-time varia­
bles or only in the spatial ones. Both may be treated in the 
same way. In subsequent publications we shall present corre­
sponding calculations. We shall remark here only that a field 
theory written in terms of the quasicontinual field is a nonlo­
cal one. The relevant formfactors were studied in the Sec. 
III. 

The theory presented is, of course, quite universal and 
may be applied to any set of discrete quantities, like spins at 
lattice sites, etc. It permits the equivalent, quasicontinual, 
representation of this set in the position space, which might 
be useful. 

One of the authors (W.G.) would like to acknowledge 
the hospitality extended to him by the Professors F. Cerulus 
and A. Verbeure and Dr. R. Gastmans, during his visit at the 
Instituut voor Theoretische Fysica, K. U. Leuven, where the 
ideas were finally shaped. 
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APPENDIX: PROOFS OF THE PROPERTIES (7aH71) OF 

THE 8 -FUNCTION 
a 

The property (7a) is evident from the formula (6). The 
same is true for the properties (7c), (7d), and (7i). The proper­
ty (7b) follows from l'Hospital's rule 

0
0
(0) = lim [sin(Ax)117'xJ = A 117' = a -I. (AI) 

x--o 

The property (7e) may be verified by substituting 
tpt(x) = 0

0 
(x - y) and tpix) = tp(x) into the Parseval rela­

tion A(15). Indeed, we have in this case 

¢5t(p) = ex~ - ipy), ¢z(p) = ¢ (p), (A2) 
217' 

and the Parseval relation reads 

foo 1 fA 
dx Oa (x - y)tp (x) = .. j_ dp ¢ (p)exp(ipy) 

-00 V217' -A 

= tp (y). (A3) 

The property (7t) follows from (7e), together with the 
properties (7b) and (7c), because the function oa (x) is a per­
missible one as the Fourier transform of a function of com­
pact support. 

The property (7g) is a consequence of the well-known 
summation formula 10 

n =I.. 00 exp(inap) = 2; n =!.. 00
0 (p - 2; n). (A4) 

The property (7h) follows from (7 g) upon the integration over 
x. Thus all the listed properties of the oo-function are 
verified. 
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The n-bubble diagram contribution to g-2 
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We obtain an exact integrated expression for the contribution of the mass-independent n-bubble 
diagram to the leptonic g-2. Furthermore, we find an interesting pattern of zeroes among the 
coefficients of the zeta functions which occur in the result. This pattern also occurs when we 
ge?eralize to integrals of the same type as the one occurring in the n-bubble diagram. We explain 
thIS pattern in a theorem which we rigorously prove. 

PACS numbers: 12.20.Ds 

I. INTRODUCTION 

In spite of the steady increase in the number and accu­
racy ofthe experimental tests, quantum electrodynamics 
(QED) continues to meet each new challenge successfully.] 
In recent years, much interest has focused on studying the 
asymptotic behavior in N of the Nth order perturbation ex­
pansion.2 Not only does the number of diagrams3 contribut­
ing grow rapidly with N, but there are single diagrams which 
contribute factorial growth to amplitudes. In particular, 
Lautrup4 has shown that the n-bubble diagram contributes, 
in a gauge-invariant way, to the anomalous magnetic mo­
ment of the electron an = (g - 2)/2 like Ii! and, as a result, 
these contributions are not Borel-summable. 

In spite of its tremendous successes, there are still ques­
tions that remain unanswered in QED. As far back as the 
Twelfth Solvay Congress in 1960, R.P. Feynman issued a 
call for further intuition and insight into the calculations in 
QED and new approaches to old problems.s The question of 
whether or not there is a completely finite theory6 will not be 
addressed here. Other questions are these. 

(1) Can one determine the sign or estimate the magni­
tude of an amplitude without a complete calculation? 

(2) Can one understand the tremendous cancellations 
that typically occur in adding the contributions from differ­
ent gauge-invariant classes of graphs, as well as within the 
expression for a single class? 

(3) Is there perhaps a better, mathematically more effi­
cient way of expressing the amplitudes? 

Here we report on a modest contribution towards ad­
dressing these very difficult questions. We obtain an exact 
integrated expression for the contribution of the mass-inde­
pendent n-bubble diagram to the leptonic g_2. 7 

The motivation for studying this diagram, is that the 
anomaly an' in this case, can be done exactly to all orders and 
that the questions (1) and (2) above can be partly answered. 
We find that the coefficients of some of the zeta functions in 
the result become zero if n is sufficiently large. We will study 
these zeroes in detail and explain why they arise. an is given 
by a multiple sum over binomial coefficients and Stirling 
numbers of the first kind, and it is the identification of an in 
terms of these Stirling numbers which makes the problem 
tractable. To our knowledge, this is the first time an exact 
treatment in Nth order perturbation theory has been done. 

This report is organized as follows: In Sec. II, we give 
the exact integrated form of an' The details leading to this are 

given in appendices A, B, and C. Using the algebraic pro­
gram REDUCE,8 an is then calculated explicitly up to n = 13, 
that is 13 bubbles. 

Section III is devoted to two simple examples, both hav­
ing all the properties of an' In these examples the pattern of 
vanishing (; (I) coefficients will become clear. 

Finally in Sec. IV we generalize to integrals of the type 
occurring in an' First we prove the pattern of zeroes among 
the (; (/) terms for an' and then the proof is generalized to 
other integrals. 

II. EXPRESSIONS FOR Z(n'/) AND R(n) 

The contribution of Fig. 1 to g-2 is given by4 

an = 31n f dx(1 - x) [f(x)]", (1) 

with 

f(x) = 
5 4 

:2+ :3)log(I-X). (2) 

Sincef(x)----+o for x----+O, an is finite. After binomial expansion 
of [I(x)] n and using Eq. (C6) (see Appendix C), an becomes 

( + )" L(~) ( - ~ YC) C52 r C:) ( - 1 )i, 

x(n ~ i) (-6)i'C:) ( - ~ r (3) 

X {I. (n - i, m - 1) - I. (n - i, m - 2) }, 

with m-i] + i2 + 2i3 + i4 and the limits on the sum are giv­
en by 0<i2 <J. <i<n and 0<i4 <i3 <n - i. The integral 
I. (n,m) is defined in the limit E----+O: 

[.(n ,m)= t 10g"(1 - x) dx, n, m = 0,1,2,..·. (4) 
Jt: x m + 1 

I. (n, m) is a sum of a divergent part D. (n, m), a finite term 
Z (n, m) consisting of Riemann zeta functions with rational 
coefficients and a finite rational term R (n,m). 

[.(n, m) = D.(n, m) + Z (n, m) + R (n, m). (5) 

The easiest way to obtain D. is to expand [see Eq. (A3)] 

oc 1 [n] 10gn(1 - x) = ( - l)nn! I I" x\ 
k~"k. k 

(6) 
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where we define [;:, ]= IS~) I; S~) being the Stirling numbers 
of the first kind.9 The numbers [;:,] are nonnegative integers 
which obey the recursion relation 

(7) 

with [;:, ] = 0 if m < nand [:] = 1. Using Eqs. (4), (5), and 
(6), or equivalently, Eq. (A7), we find 

PE(n, m) = (- 1)" n!{ ~! [:]( -log €) 

+ :~~ kIm ~k)! [m ~J :k}' (S) 

To find the Z and R part, we have for n> 1, m = 0 [see Eqs. 
(AS) and (A9)] 

IE (n,O) = (dx log"(l - x) = ( -1)"n! ten + 1), 
Jo x 

with 

(9) 

or Z (n,O) = ( - 1) lin! t (n + I) and R (n,O) = O. If n,m> 1, 
we find, after a partial integration on x - m -I [see Eq. 
(AI2)], 

n' m -I 1 [n] 1 IE(n, m) = ( - 1)" ---=. L , k ~ 
mk="k. ~ 

+( _1),,~[n] +( -1)" n! tIn) 
mml m m 

n m-I - - L IE(n -1,i1)' 
m ;,=1 

(to) 

Equations (5) and (to) give the two recursion-relations 

n' n m-I 
Z(n,m)=(-I)"---='t(n)-- L Z(n-l,id, 

m m i,=1 

(11) 

and 

nl [n] n m - I R (n, m) = ( - 1)" -' - - L R (n - l,i l ), 

mm! m m ;,=1 

(12) 

with 

R (I,m) = - ~2 + ~, [!]. 
Using Eq. (II) recursively n - 2 times, one obtains [for de­
tails see Eqs. (AI4)-(A1S)] 

Zen, m) = (-IY ~ "f t(n + 1 - k)[k], m>O. (13) 
m! k=O m 

Similarly, using Eq. (12) recursively, n - 2 times, one 
finds [for details see Eqs. (AI9)-(A23)] 

R (n,m) = (-1)"+ I :'! [n; 1] + (- 1)" (;:)2[[:]]' 
if m>O. (14a) 

If m < 0, one finds easily from Eq. (4) 

- I - m .( - I - m) 1 
R (n,m) = ( - l)"n! ;~o (- 1)' i (1 + i)" + I' 

(14b) 

The numbers [[;:, ] ] which show some similarities to 
[;:, ] are also nonnegative integers and satisfy the recursion 
relation 

[[m: 1 11 = (m + 1) [[ n : 11] + m(m + 1) [[:11 
+ m[~] {[n: 1] _ [:]}, (15) 

with 

[[:]] = 0 ifm <n, 

[[:l1 = [n ! 1 ], 

and 

TABLE I. Z (n,!), the coefficient of; (I) in an' Note that for I> n + I, Z (n,!) vanishes trivially [See Eqs. (7) and (II)). 

4 6 7 8 9 
\( 

2 3 n \ 5 

- 2 

2 8 8 -- -
45 3 

3 0 32 -4 
63 

4 0 128 43856 64 --- -
675 31185 9 

5 0 0 39344 83360 400 

35721 22113 27 

6 0 0 512 1119488 --- 15136640 320 -
14175 280665 1378377 9 

7 0 0 
896 130048 

--- ---
91125 382725 

66764848 68084800 7840 
4691115 1980693 81 

8 0 0 0 16384 3625958144 949387578112 273363470080 71680 
54675 940355325 18422008605 2323352889 243 
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In principle, we can forget aboutthe D £ term, since a" is 
finite and these terms therefore have to cancel in the final 
sum. However, the divergent parts playa crucial role in our 
proof of the pattern of zeroes of the t (l ) coefficients. We will 
return to theseD£ in Sec. IV. From Eqs. (3), (4), (5), (13), and 
(14) we obtain 

n -+ )_ 

a" = I Z(n,l)t(l) + R (n). (16) 
l~ 2 

The coefficient of t (I) is 

Z (n,/) = ( _ 1/3)"n!I ~ (~)i (~) (~)i. (~1)( -I)" 
I! 3 II 5 12 

X (n ~ i)( _ 6)i'G:)( _ ~)" 
X { 1 

(m -I)! [
n+l-I-i] 

m -1 

__ 1 __ [n +m1 
=2

/
- ill, 

(m -2)! 
(17) 

with m defined as in Eq. (3) and the limits on the sum given 
by 0(i2 <J1(J(n + 1 -I and 0<i4 (i3 (n - i. Although this 
formula looks complicated, for i = n + 1 it simplifies to 

(IS) 

Notice, this increases much faster with n than does a",4 

a" -e- IO/3n!/(2X6") (19) 

To arrive at Eq. (17), it has been convenient to change the 
double sum [see Eq. (CS)], 

"f "-t- i 

t(n +1-i-n) [~], 
i-O k-O 

into the double sum 

':t~t(l)" :t: I [n + 1,: 1-T 
In this way we can pick out a specific t (/) term. For the 
rationals R (n) we obtain 

R (n) = ;" I (~) (- ~ji G) (152 rGJ! - l)i, 

X (n ~ i)( -6)"G:)( _ ~)" 
X {R (n - i, m - 1) - R (n - i, m - 2)}, (20) 

with the limits on the sum given by 0<J2 (i 1 (i (n and 0 
(i4 <J3 (n - i [m as in Eq. (3)]. The problem of calculating 
a" has now been reduced to evaluating the summations in 
Eqs. (17) and (20). To do this we have used the algebraic 
program REDUCE. 8 In Table I we giveZ(n,l) for n(S. In Ta­
ble II we continue Z (n,/) for 9(n( 13, 5(i( 10. Finally, Ta­
ble III continues Z(n'/) for 9(n( 13,11 (/( 14. 

Table IV contains R (n) for n (13. The results agree with 
Samuel, Caffo et aI., 10 and Lautrup,4 wherever comparison 
is possible. In principle we can go on with higher n, but the 
amount of computer time needed increases rapidly (_n 5

). 

For example, calculating Z (13,/) for 1 = 2, 14 took about 5 
hours c.p.u. time on an IBM 360/15S. From Tables I, II, and 
III, one notices that 
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TABLE III. Z (n,!), the coefficient of; (I) in an continuation. 

9 

10 

II 

12 

11 

896000 
243 

12 

10841600 
729 

19901585596856320 
569643885603 

15769600 
243 

13 14 

13 

444304627283968 
58928677821 

225019808449342681088 
14071398388992945 

370035019211740346368 
13693760610414885 

34563358703127669874688 2521170633435271168 666265600 
2187 441375638225157405 14591647223523 

Z (n,2) = 0 for n;>3, 

Z(n,3) = 0 for n;>5, 

Z(n,4) = 0 for n;>8, 

Z(n,5) = 0 for n;> 10, 

Z (n,6) = 0 for n;> 13. 

(21) 

One, therefore, suspects that there is a general rule for the 
pattern of zeroes for Z (n,!). Here we state the general rule as 
follows (the proof of this will be given in Sec. IV). Let 

fix) = P (x) + Q (x)log( I - x), 

where 
s-I p. 

P(x) = I ~ 
;~o x 

and 

TABLE IV. R(n), the rational term in an' 

n 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

1117 

R(n) 

119 
36 

943 
324 

151849 
40824 

3689383 
656100 

428632663 
42987672 

239739 \3987 
1169170200 

8807062662626447 
181934574822000 

3657842896431364117 
28202252973394500 

299105349780987278087089 
767229472935300375000 

5089413094021352355400597 
3913238582117040856680 

19984867920592543211435106797 
4189290536404518059970000 

3461692381071531536866239927746623 
181381752847842616329234975000 

15416393649773106558364679843406020749 
186393141910688439927906055350000 
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(22) 

s q; 
Q{z) = Ii' S = 1,2,00'; 

;~O x 

P;,qi are rational numbers. Furthermore, letf(x)-x' as 
x-o,r = 0,1,2.· .. Then the S (I) coefficient in the integral 

fdX x' [f(x)r, t = 0,1,2,.·· 

vanishes whenever 

rn;>(r + s)(/- 1) - t. (23) . 
For the n-bubble diagram we have r = 2, s = 3, and t = 0 
and 1 [see Eq. (1)]. Equation (23), in this case, yields 

2n;>5/- 5 for t = 0 

and (24) 

2n;>51- 6 for t = 1. 

For instance, / = 2, t = 0 implies n;>2.5 or, since n is an 
integer n;>3, t = 1 gives n;>2. Now, since both conditions 
must be satisfied, n;>3. By inspection, we find from Eq. (24) 
that the rest of Eq. (21) is satisfied. The rule mentioned in 
Eq. (23) now shows that we do not have to do a complete 
calculation of all (; (/) terms, since Z (n,!) is automatically 
zero if rn;>(r + s)(/- 1) - t. It also shows the tremendous 
cancellations which must take place within each (; (/) 
coefficient. 

For the n-bubble diagram, we see how delicate cancella­
tions among the (; (I) terms plus the R (n) term must be (re­
member I Z(n,n + 1)I>an). For instance, forn = 13, we 
have an _10- 2

, while IZ(n,n + I)I-105! From the tables 
one notices the sign of Z(n,n), Z(n,n - 1), and R (n) is 
( - 1) n - 1 and that is just the opposite sign of Z (n,n + 1). 
One also notices for a given n that IZ (n,/)I becomes smaller 
for decreasing I and that the last which differs from zero is 
very small (compared to IZ (n,n + 1)1). We have no explana­
tion for this behavior. 

III. TWO EXAMPLES 

Before we go on with the proof of the theorem [see Eq. 
(36), Sec. IV] we will consider two simple illustrative exam­
ples, one of which having r = I and the other one having 
r = O. They both have the advantage that the rule Eq. (23), in 
these specific cases, can be seen clearly and in a very explicit 
way. 
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As our first example (I), we choose f (x) to be of the form 

J; (x) = - I _ 10g(1 - x). (25) 
x 

Clearly we have r = s = 1, so following the general rule Eq. 
(23), Z; (n,!) should vanish for n>2/- 2 - t. As usual 
Z; (n,!) is defined through the integral 

an = L dx Xl [J;(x)]" (26) 

n+ I _ 

= I t(/)Zdn,/) + R (n). (27) 
1= 2 

Using Eq. (CI7), we find easily 

-- n' Z(nl)- . 
I , - (n _ 1 - t )! 

X H±-I ( -1) ;(n - ~ - t) [n + 1 -1- ~]. 
;=0 / n-l-t-/ 

(28) 

Introducing the notation N =n - 1 - t - i and 
M =1 - 2 - t and using the following expansion theorem,9 

[N - M] M - I (N) 
N = v~o ICM,vl 2M-v' (29) 

where the numbers I C M. v I are nonnegative integers obeying 
the recursion relation 

ICM+l.vl =(2M+l-v) IICM,vl + ICM,v-1 I), 
with 

ICo,ol 1, 

I C M, v I = 0 if v> M - 1, 

and 

I C M, v I = 0 if v < 0, 

Eq. (28) becomes 

Z; (n,!) 

n! Hi -1 ( . (n - 1 - t) [N - M] 
(n - 1 - t)! i = 0 - 1)' i N 

(30) 

= n! M~ IIC I n -~ - I (-1); (n -1 - t) 
(n - 1 - t)! v.f-o M. v i~O i 

(
n-l-t-i) 

X 2/-4 -2t - v 
(31) 

(notice that the i sum stops at n - 1 - t). Finally, using9 

TABLE V. Z/ln,l), the coefficient of~lI) in an for example I. [see Eq·133)]. 

\2 3 4 5 6 7 8 9 10 

1 
2 0 0 
3 0 3 0 
4 0 0 8 0 
5 0 0 15 30 0 
6 0 0 0 120 144 0 
7 0 0 0 105 910 840 0 
8 0 0 0 0 1680 7392 5760 0 
9 0 0 0 0 945 2142 65772 45360 0 
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TABLE VI. z" (n,/), thecoefficient~(/)ina" for example II. [see Eq. (35)]. 

~ 3 4 5 6 7 8 9 10 

0 
2 0 0 
3 0 0 0 
4 0 0 0 24 
5 0 0 0 60 0 
6 0 0 0 90 180 0 
7 0 0 0 105 910 840 0 
8 0 0 0 105 2380 7308 5040 0 
9 0 0 0 181/2 4410 30366 31688/5 36288 0 

r . (r) (r - i) I( -I)' , = Dr,m' 
,=0 / m 

(32) 

Eq, (31) becomes 

- n' 
Zdn,1) = (n _ 1'- t )! I C1_ 2 - I, 21- 3 - I - n I, (33) 

Using Eqs. (30) and (33), we find ZI (n,l) = 0 if n>21 - 2 - t 
which is exactly the result expected. In Table V, we have 
shown ZI (n,l) for n<9, for the case t = 0, This example has 
also the asymptotic behavior an -- n! (obtained by letting 
x-..l and using the method of steepest descents), like an for 
the n-bubble diagram. Example I, therefore, displays all the 
features of the n-bubble diagram. 

As our second example (II) we take 

1 1 
J;dx) = - - - -Zlog( 1 - x). (34) 

x x 
Clearly s = 2 and r = 0 so that in this case our theorem tells 
us that ZII (n,!) = 0 if (>21 - 2 for all n (i.e., our condition 
becomes independent of n). Following steps similar to those 
which led to Eq. (33) we find 

-- n' 
ZII(n,I)= (2n-l'-t)! ICHI-2-t.21-3-tl· (35) 

From Eq. (30) and (35) it follows thatZ (n,l) = 0, ift>21 - 2 
foralln, as expected. In Table VI we have shownZ;1 (n,l), for 
n<9, in the case t = 7. 

FIG. 1. The mass-independent n-bubble diagram contributing to g-2 of the 
electron. 
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IV. PROOF OF THEOREM 

In this chapter we shall prove the theorem stated in Eq. 
(23). We shall repeat it here. Letf(x) be a function of the 
form 

fix) = P (x) + Q (x) log( I - x), 

with 

,-I p. 
Pix) = 2:,~, 

i~O X , p. 
Q (x) = 2:,~, s = 1,2,. .. , 

i~O x 

(36) 

P"qi being rational numbers. Furthermore, letf(x)_xr, 
r = 0,1,2, ... , asx-o. This last statement is satisfied [see Eqs. 
(B6) and (B7)] if 

and 

s-iqi+k . 
Pi = 2:, --, I = 0, 1, ... ,s - 1, 

k= I k 

, qk 
- 2:, --, i = I, ... ,r - 1. 

k=1 i+k 
Then, the; (/) coefficient in the integral 

f dx x' [f(x)r, 

vanishes, whenever 

rn>(r + s)(/- I) - t. 

(37) 

(38) 

In the case r = 0, Eq. (38) says that the; (I) coefficient van­
ishes for all n, whenever 

t>s(/-1). (39) 

Unlike the two examples in the previous section, we cannot 
prove the theorem in genenil in the explicit way we did it for 
the two examples. Instead we set up another appropriate 
finite integral, from which we will use the identities 
D '(n,k) = 0, k = 0, I,. .. , D '(n,k) being the coefficient of the 
divergence E - k(Eo= - log E). 

By choosing k carefully these identities can be brought 
into the form Z '(n,l) = 0, ifEq. (38) is satisfied. The trick is 
then to define 

Z" (n,/ )=Z (n,/) - Z '(n,/), (40) 

and show Z "(n,/) = 0, ifEq. (38) is satisfied. Then it follows 
easily that Z (n,l) = 0, provided Eq. (38) is satisfied. The co­
efficient Z (n,/) is [see Eq. (CI8)] 

with 

m=ns - I - t - P - q - i, 
s -1 

po=. I iu 
k~1 

and 
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q= t jk' 
k~1 

The "operators" ~I,2 are defined in Eq. (CI7) and re­
peated here, 

! (i)- 2:,( ~} .. (~S-2) (PO)i~ I ... (~)il, 
I II 1,_1 PI Ps-I 

and (42) 

! UI)= 2:, «I) .. 'p,~ I) (qo V ." (~Y', 
2 12 \ J, q) qs- I ) 

with the requirement that everything following ~ 1,2 depend­
ing on the ik 's orjk 's are to be included in the sum. The limits 
in the sums ii' i2 are given by O.;;;is _ I .;;; ... .;;;il.;;;i and O.;;;j, 
.;;; ... .;;; j" respectively. We have also used the compact 
notation(M P + q), 

I [ n+I-I-i ] S(M,s,t)= . 
(n·s - I - t - M - i)! ns - I - t - M - i 

(43) 

The i-,/-, and n-dependence are omitted since they play no 
essential role in the proof. Clearly from Eq. (43) we have 

S(M + I, s,t) = S(M,s,t + 1). (44) 

Next, wedefineg(x)=f(x)/x rwhich is well behaved at 
x = 0, sincef(x)-x r. Now from Eqs. (C20) and (C21) it 
follows that the coefficient D '(n,k) of E - k, in the (finite) 
integral 

f dx[g(X)]rl+I-I, 

is 

"+ I-I ( I)i/'o-
D '(n,k) = ( - q, r n! I ~ I I (i) 

i=O I. 

x"+'f/-i(n+I.-I-i)(~Yf Ud 
). = 0 11 q,) 2 

X _1_ [n + I - 1 - i) 
m'! m" (45) 

with m'=(n + I - I)(r + s) - I - M - i - k and 
D '(n,k) = 0 for all k = 0,1,2, ... By letting 
k =rn - (r + s)(1 - 1) + t, we have, for all n satisfying 

rn>(r + s)(/- I) - t, 

that Z 'in,! )= D '(n,k ) = O. Now, with 

"+I-I( It '" 
D'(n,k) = (- q,)" n! 2:, ~ I (i) 

i = 0 I. I 

these are the needed identities. 

(46) 

We shall first prove the theorem in the case of fix) com­
ing from the n-bubble diagram. In this case r = 2, s = 3, and 
Eqs. (41) and (46) read 

-- n+I-1 A 

Z(n,!) = (- q3)" n! I (- l)i 2:, (i) 
i=O I 
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X~; (nJ~i)(q2Y'! (j,)S(M,3,t), (47) 
10-0 I q3) 2 

and 

(48) 

with Z '(n,/) = 0 if2n;;'5(1- 1) - t, t = 0,1,2,·· .. 
Thej, sum can be extended up tojl = n - i and, using 

the identity 

(
n - i) _ (n + 1 - I - I) = 1 - 2 (n + 1 - I - i + k) 49 . . I . 1 ,() 

JI J, k=O JI-

we find, for the difference, 

Z "(n,I)=Z(n,l) - Z'(n,l) 
n 1 - 2 n + , - 1 ( _ 1); A • 

=(-q3) n! 2: I --I (I) 
k = 0 ; = 0 11 , 

X n + 2 -i-; + k (n + 1 ~ 1- i + k) 
j, =, JI - 1 

X (q2 Y'! (j,)S(M,3,t). 
q) 2 

After changingj,-j, + 1, Eq. (50) becomes 

q2(_q3rn!/I,2n+±-/(-.,I);! (i) 
q3 k=O ;=0 I. , 

(50) 

(51) 

n + I -" 1 - ; + k (n + 1 - I - i + k) (q y' A xI . .2 I (jl + 1) 
10=0 JI q3 2 

XS( M,3,t + 1). 

Using the identity 

we find 

! (jl + I)S( M,3,t + 1) 
2 

= qo ! (jl) S( M,3,t + 3) 
q2 2 

+ ! (j,)S( M,3,t + 1), 
2 

(52) 

(53) 

where the last equality is obtained by changingj2- j2 + 1 in 
the first sum. Using Eqs. (51) and (53), we find 
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1 - 2 n + , - 1 ( l)i A 

Z"(n,I)=(-q3tn! I 2: -=-2: (i) 
k=O i=O 11 I 

X n + I I -i + k (n + 1 -.1 - i + k) 
;,=0 JI 

X (q2 Y' ! (j.) 
q) 2 

X { q2 S( M,3,t + 1) + qo S( M,3,t + 3)}. 
q3 q3 

Clearly, it is sufficient to show that the term containing 

(54) 

S (M,3,t + 1) is zero, since the other term is obtained from 
this by changing t-t + 2. We will now show that each term 
in the k-sum is zero. This is done by mathematical induction 
in k. First for k = 0 Eq. (54) (second term omitted) becomes 

Z "(n,l) = ( _ q3t (q2) n! n +± -I ( - l)i ! (i) (55) 
q3 i = 0 11 , 

X n+r/-; (n + 1.-1- i) (q2)j, 

;,=0 JI q3 

X! (j.)S(M,3,t+ 1), 
2 

which is nothing but q2/q3 [ Z '(n,l)lt~t + , ] [see Eq. (48)]. 
Now, from Eq. (48), Z'(n,l) = 0 if2n;;.5(/- 1) - 1 - t, and 
clearly this is also true under the weaker condition 
2n;;'5(1- 1) - t. Therefore, we also have Z "(n,l) = 0 if 
2n;;. 5(1 - 1) - t. This is what we wanted. Suppose that the k 
term denoted by Z "(n,l,k ) is zero for 2n;;. 5(1- 1) - t. Then 
we must show Z "(n,l,k + 1) = O. 

Using 

Z "(n,l,k) = ( - q3r (q2) n! n +i-
I 

( ~,l)i ! (i) 
q3 ;=0 I. I 

X n + I -i-; + k (n + 1 -.1 - i + k) (q2 y, 
},=o JI q3) 

A 

X 2: (j,)S( M,3,t + 1) (56) 
2 

(and following steps similar to those used above), we find 

Z "(n,l,k + 1) - Z "(n,l,k) 

= ( _ q3t (q2)n! n +±- 1 ( ~,l)'! (i) 
q3 ,=0 I. I 

X I . 2 I (jl) 
n \- , - 1 - ; + k (n + 1 - I - i + k) (q lj, A 

flij,=o JI q3 2 

X Iq: S ( M,3,t + 2) + ::S ( M,3,t + 4) , (57 

which is nothing but 

(::)z "(n,l,k) I t~t +, + (::) Z "(n,l,k) I ht + .1' (58) 

Using the induction assumption, Z "(n,l,k) = 0, Eq. (58) im­
plies that Z "(n,l,k + 1) = O. This ends the induction proof. 

Now, in the general case, we have a string of binomial 
coefficients, 

f-') f-2) ... (s~ I). 
·12 '.13 Js 

(59) 

which can be expanded as 
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c: = : ) ···c: =: =:) eSj~ 1_ ~ 1 ) 

+ (~I =1) ... (~S-2 =l).(js_l. -1) 
h 1 is-1 1 is 

+ ... + CI j~ 1) .,. CSj~ I). (60) 

Following the same steps as before, we find from Eq. (60) 
that 

I - 2 ( l)i n + I - I A 

Z"(n,/)=(-q,tn! L ~ L LY) 
k=O I. i=O 

xn+l-i-i+k(n+ 1-~-i+k)(qS_1 )j, 
},=O il qs 

A s-I qk' 
X L (i) L - S(M,s,t+s-k'). (61) 

2 k'=O qs 
Again, looking at the term with k ' = s - 1 is sufficient to 
prove Z "(n,l) = 0, now for rn>(r + s)(/- 1) - t. This now 
follows easily by using the same techniques which led to Eq. 
(58). This completes the proof in the general case. 

Up to now our functionsf(x) did not have any positive 
powers of x in them. We shall see below that the theorem also 
works nicely in that case. Before we do this in general, we 
take a simple example. Let 

f(x) = ~ + 1 + log (I - x) . 
2 x 

(62) 

Clearlys = l,r = 2sothat.Z(n,1) = 0,if2n>3(l -1) - t. [If 
the rule Eq. (38) is correct.] Define 

g(x) = f(x) = ..!.- + ..!.- + 10g(1 - x), (63) 
x 2 x x2 

whereg(x) now is of the usual form [see Eq. (38)] withs = 2, 
r= 1. Now 

fdXXI[f(x)r= fdxxn+l[g(x)]n, (64) 

from which follows Z (n,!) = 0 if n>3(/- 1) - (n + t) or 
2n>3(/- 1) - t, exactly as expected. Now we take the gen­
eral theorem. Let again 

fIx) = P (x) + Q (x) log( 1 - x), 

but now with 

,'-I Pk 
P(x)= L k' 

k= -mX 

s' qk 
Q(x) = L k' m = 0,1,2,.··, 

k= -m X 
(65) 

and such thatf(x) -+ x", r' = 0,1,2,···, then Z (n,/) = 0 if 
x--o _ 

nr'>(r' + s')(1 - 1) - t '. Z (n,! ) is being defined through the 
integral 

f dx x" [f(x)r· (66) 

Since we must have m<.r', we can define 

g(x) = f(x)lx m
, 

and g(x) is now a function of the usual form with s = s' + m 
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and r = r' - m. Then Eq. (66) reads 

f dxx" [f(x)r = f dx x' [g(x)]n, (67) 

with t = t' + nm. The theorem used in Eq. (38) gives 
Z(n,/) = 0 if 

rn>(r + s)(/- 1) - t 

= (r' - m + s' + m)(/- 1) - t' - n m, or 

nr>(r' + s')(/- 1) - t '. (68) 
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APPENDIX A 

We shall derive the exact expression for the integral 

i l 10gn(1 - x) 
I.(n,m) = dx, n,m = 0,1,2,.··, 

• x m + 1 
(AI) 

where we are interested in the limit €-G. I. (n,m) is a sum of 
a divergent part D.(n,m), a finite term Z (n,m) consisting of 
Riemann zeta functions with rational coefficients, and a fin­
ite rational term R (n,m). 

IAn,m) = D.(n,m) + Z (n,m) + R (n,m). (A2) 

Let us first findD. (n,m). We shall use the fact that 
log n( I - x) is the generating function of the Stirling numbers 
of the first kind,9 

00 I [n] logn(l-x)=(-I)nn! L , k x\ 
k=n k. 

(A3) 

where we define [Z ]=ls~n)l, s~n) being the Stirling numbers 
of the first kind. The numbers [Z ] are nonnegative integers 
which obey the recursion relation 

(A4) 

with 

[~]=O, ifk<n, 

and 

[:] = 1. 

Using Eqs. (AI) and (A3), we obtain 

00 I [n] i l 

dx I. (n,m) = ( - I) L - k . 
k = n k ! • xm + I - k 

(AS) 

The divergent terms in Eq. (AS) come from k = n, ... ,m only. 
Thus 

m 1 [n] il dx D.(n,m) = ( - l)n n! L - k m + 1- k 
k=nk • X 

{
I [n] m-

I l = ( - I)n n!..... ( - log €) + L , 
m. m k=n k. 
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x [~] m ~ k ~ml_ k l, (A6) 

or, changing k-+m - k in Eq. (A6), 

D,(n,m) = ( - 1)" n! {~! [:]( -log~) 
m-" 1 I [n] I} 

+ k?1 k' (m-k)! m-k ~k . (A7) 

All 0 (1) terms have been omitted in Eqs. (A6) and (A 7). We 
now go on to the finite parts of IAn,m). First let m = 0, for 
n;;;. 1. Then Eq. (AI) becomes 

I,(n,O) = t log"(1 - x) dx = (-1)" n! t(n + 1). 
J, x 

From Eqs. (A2) and (A8) we obtain 

Z(n,O) = (-1)" n!t(n + I) 
and 

R (n,O) = O. 

(A8) 

(A9) 

If m ,n;;;' 1, we can instead perform a partial integration on 
x - m-I, 

I,(n,m) = t dx . 10gn(1 --: x) 
)~ x m + 

=~ 10g"(I-X)\1 
m xm , 

_ ~ t dx log" -1(1 - x) . 
m J, (1 - x) xm 

(A 10) 

Using the identity (easily proved by induction after m) 

1 1 11 m -
I 1 --=-+-+ ~ -.-, 

1 - x x'" 1 - x X i,~1 x" + I 

Eq. (AI0) becomes 

1 [1 11 IE(n,m) = -log"(1 - x) -;;;- - 1 
m x, 
_ ~ t dx log" - 1(1 - x) 

m Jo x 
n m. - 111 log" - 1(1 - x) - - I dx ~-..!.----'-
m ',~ 1 , Xi, + 1 

= ~ 10gH-'(1 - ~) + (_ 1)" n! tIn) 
m ~m m 

n m-I - - I I.(n - l,i\). (All) 
m i,=i 

Finally, using Eqs. (A3) and (All), we obtain 

nl m - 1 1 [n] 1 
I.(n,m) = (- 1)" ~ k~" k! k ~m-k 

+ (_ 1)" ~ [n] + (_ 1)" n! tIn) 
mm! m m 

n m -- I - - I IE(n - I,it!. (AI2) 
m i,=1 

From Eqs. (A2) and (A12) we read off the two recursion 
relations 
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" n! n m - I . 
Z(n,m) = (- 1) -tIn) - - I Z(n - 1,1t! 

m m i,~1 
(A13) 

and 

R(n,m)=(-I)"~[n] -~ mf'R(n-l,i ,), 
mm! m m i,~1 

with 

11 m - I I 
R(I,m)= -2 +- I -:-

m m i,~1 II 

= __ 1 + _1 [2]. 
m 2 m! m 

(AI4) 

We shall first concentrate on theZ (n,m) part. UsingEq. (A13) 
recursively n - 2 times gives 

nl n' "-I 
Z(n,m) = (- 1)" ---.:.t(n) + (- 1)" ---.:. I 

m m k~2 
m - IIi, 1- 1 1 

xt(n + 1 - k) I -:-... I -. -. (AIS) 
il = 1 I] ik 1 = I 11£ _ I 

Equation (AIS) can be written in a more compact way, by 
making use of the definition of the Stirling numbers of the 
first kind. We have simply 

[ 
k ] m - IIi. 1 - I 1 
m = (m - I)! I -:-... I -.-. 

'. = 1 11 'I{ 1 = 1 'k --I 

(AI6) 

Using the definition of [;;, ] given in Eq. (AI6), we have 

nl "- 1 [k] Z(n,m)=(-I)"---':' I t(n+l-k) . 
m k~2 m 

(AI7) 

Finally, using Eq. (A9) together with [::, ] = 80 •m and [~ ] 
= (m - I)!, we have, for all m = 0,1,2, .. , 

n' Z (n,m) = ( - 1 r -' 
m! 

n-I [k] 
X k~ot(n+ l-k) m . (AI8) 

Now we move on to the rationalterm R (n,m). Since [::,] 
= 0, ifm <n, we read off from Eq. (AI4) that 

R (n,m) = 0, ifm <n, 

while for the diagonal term R (n,n) we have 

( _ 1)" 
R(n,n)= -- - R(n-l,n-I). 

n 
Repeated use of this equation gives 

" 1 
R (n,n) = ( - 1)" I -.--

i~ I l 

= (- 1)" [ 2 ]. 
n! n + 1 

(AI9) 

A recursion relation, like the one we have for [::, ], can be 
obtained from Eq. (AI4) by letting m--+m + 1: 

(-I)"n! [n] n 
R (n,m + I) = (m + l)(m + I)! m + 1 - m + 1 

X f R (n - I,it! 
I, () 

( - 1)" nl [n - I] 
- (m + I)(m + l)l m 
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+ (- tr n!m [n] _ _ n_R (n- I,m) 
(m + I)(m + I)! m m + I 

n m-I --- I R(n-l,itl 
m + I i, ~O 

=_m_R(n,m)- _n_R(n_l,m) 
m+1 m+1 

+ (m ~-l)~:: I)! {[n : I] - [:]}. 
(A20) 

We could have stopped here, since Eqs. (AI9) and (A20) 
would be sufficient to calculate R (n,m). However, we have 
written R (n,m) in the alternative way, 

R (n,m) = (-I)" + I ~ [n + I] + (-IY ~ [[n ]]. 
m! m (m!)2 m 

(A2I) 

The numbers [[;;. ] ] are, like [;;. ], nonnegative integers, and 
obey the recursion relation 

[[m:I]]=m(m+l) [[:]]+(m+l) [[n:I]] 

+ m[~] {[n: 1] _ [:]}, 
with 

[[:]] = ° ifm <n, 

[[:1J = L ! I ], 
[[~]] = [~r 

All this follows easily from Eqs. (AI9) and (A20). 

(A22) 

The motivation for this, apart from an aesthetic one, is 
seen by using Eq. (AI4) recursively n - I times: 

R (n,m) =( -I)"~ 
m! 

X { ~! [:] 
m-I I [n - IJ + I -.-. . 
i, ~ I 'I II! 'I 

m - IIi. - • - I 1 [ 1 
+I-:-"·-I-. -. 

;. = I '1 i""_ I = 1 In _ 1 In _ 1 

+ (- 1)" ~ (( n 11, 
(m!)2 m 

with 
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+ ... 

(A23) 

{
I l n ] m - I I [n - I ] X - + I - + ... 

m! m i, ~ I ili l! i l 

m - IIi. - • - I I [1] } 
+~-... ~ .' 
~. ~. . " 

;1=1 'I ;,,_I=I'n-I'n-l· n-l 

One last and simple result is needed. For m < 0, one finds 
easily that 

R (n,m) = ( - 1)" n! -;~ m ( _ I)i ( - 1;- m) 

I X. (A24) 
(I + i)" + I 

APPENDIX B 

We shall consider functionsf(x) of the form: 

f(x) = P(x) + Q(x).log(1 - x), 

with 

s' p. 
P(x)= L~' 

i~O X 

s q. 
Q(x)= L~' 

i~O X 

(BI) 

(B2) 

S',S = 0,1,2, ... , andpi' qi being rational numbers. In the limit 
x-o, we demandf(x) to be finite and to have a Taylor-series 
expansion, with the first r-I coefficients vanishing: 

f(X)_C,_IXr- 1 + Crx' + .... (B3) 
x--o 

We will find the relationships among the Pi' q;'s such that 
Eq. (B3) is satisfied. By Taylor-series expansion oflog( I - x), 

00 Xk 
10g(l-x) = - I -, 

k= I k 
Eq. (BI) becomes 

f(x)= ± P:, - ! qOxk _ ! i !!!..Xk - I 
t=oX k=1 k k=I;=1 k 

_ f Pt {-- ~ qi k - I 
- ~ - - ~ ~-x 

r=oxi' i=lk=1 k 

-!qoxk-i ! qixk-I. (B4) 
k=1 k ;=II<=i+1 k 

For the second term in Eq. (B4), we change variables from i 
to i' = i - k, while for the fourth term we let k~k + i. 
Equation (B4) then becomes 

s' Pr s-Is-i'qr+ k 1 
Ir-II-r 
i'=OX i'=01<=1 k x 

+ ! Xk [qO + i~] 
"=1 k i=1 k+l 

= ± P:, _ Stl Sf' qr +k .~+ [Po- i q,,] 
r=IX r=Ok=1 k X 1<=1 k 

+ ! x" [qO + t ~ ]. (BS) 
"=1 k i=1 k+1 

Now in order for f(x) to be finite, the following indentities 
must be satisfied: 
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s' = s - 1, 

s-; q;+k 
P; = I --, i = I,2, ... ,s - 1, (B6) 

k = I k 

and in order for fix) to satisfy Eq. (B3) we must have 

s qk 

Po= k~l k' 
qo _ ~ qk .. 
- - - L --, lor i= 1, ... ,r-1. (B7) 
i k~1 k+i 

Equation (B7) is to be understood in the following way: if 
r> 2, then both conditions must be satisfied, if r = 1, only the 
first condition must be satisfied; and if r = 0, none of the 
conditions need to be satisfied. 

APPENDIXC 

Here we shall extract the coefficient Z (n,1 ) of the ; (I ) 
term, the rational term R (n), and also the divergent part D (n) 
for the general integral 

f dxx' [f(xW, t = 0,1,2, .. ·, (el) 

withf(x) being defined in Appendix B. First, we do a binomi­
al expansion of 

[f(xW = [PIx) + Q(x)log(l - xW 

= ;toG) [P(X)]i [Q(x)]n-;logn-i(l -x). (e2) 

Next, we use a multinomial expansion of [P (x)] ; in Eq. (e2): 

[ P( I] ; [Ps- I Ps- 2 PI]i 
X = -- + -- + ... +- +Po xs - I X,-2 X 

= I G) GJ ... G: ~:) (~: ~ ~ y . 
X (Ps.~ Z );' z -;, .... ( PoV .- i, 

X,-2 

= I (~) ... (~S- 2) (Po)i, (Pi );. 
I, Is - I Po 

X ... (P, -I );' '. :p , 
Ps .. 2 

(e3) 

where the summation goes over O<is _ I < ... <i I <i and 
p=};1~i k(ik _ 1 -ik )+(s-l)is _ 1 = };~~\ ik·Amul­
tinomial expansion of [Q (x)] n -; gives similarly 

[Q(x)]n 1= [qs + ~ + ... + !lJ.. +q]n ; 
x' X,-I X 

_",(n-I)(jl) e·s~.I) n~i(ql)j, 
- L . \.. ... . (qo) -

fl h fs qo 

X ... (~V'~, 
qS-I) X 

(e4) 

where the summation goes over O<js <"'<}I <n - i and 
q = };~ ~ I jk' 

In Eqs. (e3) and (e4) we have assumed allPk, qk #0. If, 
say, qk = 0, then we definej, jk + I (jo- n - i) and 
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(e5) 

Using Eqs. (e2)-(e4), Eq. (eI) becomes 

X(£l}' ... (~)i' . 
Po p, ~ 2 

X I C ~ i) ... (j, ~ I ) (~ y .... (~ y 
f, f, qo) q, I) 

X1.(n - i,m), (e6) 

with m = P + q - I - t, and the integral 

i' logn( 1 - x) 
I.(n,m) - dx as E~O. 

f nln + 1 

Using Eqs. (A2), (AI8), and (e6), the part containing Rie­
mann zeta functions becomes 

n "",11 ( Po); (i) (i' 2) ( - qo) n!L --, - - L . ... -'.-
, ~ 0 I. qo I, I" 

~I );. (Ps - I );' • X - ... _-
o ps .. 2 

'" (n - i) e'S-I) (ql)j, (.qs )' XL ... . - ... --jl j, q() q, 1 

1" I·; [k] 
X-, L ;(n+I-i-k) . 

m. k~O m 
(e7) 

To find a specific; (I) coefficient, we change k~l - i in the 
double sum: 

~~~ nkt~;;(n + l-i-k) [~] 

= ~~~ ~t>(n + 1 -I) [I: T (e8) 

Interchanging the i,l sum, Eq. (e8) becomes 

~t~ ; (n + 1 - 1) ito [I: i] 
= ~t~ ; (I) n :t~ I [ n + 1,:- I - i]. (e9) 

Equation (e7) now yields };7 ~ 21 i (n,!) S (l), with 

i (n,1 ) = ( - qo)"n! n +i -I + ( _ Po); 
i-O I. qo 

(i) (i'.Z)(PI)" (Ps ,);' . xI··· - .. ,-
i l i,_ I Po p, 2 

XL (n j~ i) ... ~Sj, I) (:~Y' 
X ... (~ Y _1 [n + 1 - 1- i]. 

q,.I) m! m 
(elO) 

Using Eqs. (A2) and (e6), we obtain for the rational term, 
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In the case of the n-bubble diagram, we have 
(PO,PI'PZ) = ( - 5/3, - 4, 4) and 

(Cll) 

(qo, ql' qz, q3) = (1,0, - 6, 4). Now, using Eq. (C5) (since 
ql = ° we havej, = j2)' Eqs. (ClO) and (Cll) read 

Z (n,l) = ( - + r n! I I~ (~ r (;) C52 r' 
X G:) ( - 1 )i{n ~ I} - 6)i, G:) ( - ~ t 
X { 1 [n + 1 - I - i] 

(m - 1)! m - 1 

_ 1 [n+l-l-i]}, 
(m -2)! m-2 

(C12) 

with m = i , + iz + 2i3 + i4 and the summation going over 
O<.iz<.i,<J<.n + 1 -I and 0<.i4<i3<.n - i. 

R In) = ( + r I I~ (~ Y (D C52 r 
X G:) (- l)i, 

X (n ~ i) ( - 6)i3 G:) (- ~ t 
X {R(n - i,m - 1) - R(n - i, m - 2)}, (CI3) 

with m as in Eq. (CII), and the summation going over ° 
<iz<.i, <.i<.n and 0<.i4<.i3<.n - i. 

In Sec. IV we have used a different expansion of 
[f(xW. In this case we expand [P(xW as follows: 

[ P( )] i [PI Ps-I ]i 
X = Po + - + ... + -­

X x s - I 

= I (~) ... (~S-2) (PO)i, I 

II Is - I PI 

X ... (Ps - 2 )il (Ps _ I)i (s _ ~)i _ P , 

Ps-' x 
with the summation as in Eq. (C3). Similarly, 

[Q(xW-; = [qO + 9..! + ... qs ]n-i 
x XS 

= I (nj~ i) ... CSj~ I) (:~y..{ q~~ 1 Y 
X n -, 1 

q, xs(n - ;) - q , 

(CI4) 

(CI5) 

with the summation as in Eq. (C4). Equations (CI4) and 
(CI5), together with the requirementps_ I = qs (see Appen­
dix B), give the alternative form of Eq. (C6), 

(qs ri (~) (~s - 2) . (Po);' I 

,=0 I IS_I p, 

(
p 2 )il X···~ 
Ps-' 
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(
qs-I V'I ( .) X··· q:-J E n - I,m. (CI6) 

Now with m=ns - P - q - I - t - i, we will use the fol­
lowing compact notation: 

! (i)= I( ~) ... (~s -2) (Po);. I 

1 I, Is_' p, 

(
Ps-z);. 

X .. · --, 
PS-I 

and (CI7) 

where the hat" A " reminds us that everything behind 21•2 

depending on either the ik's orjk's is to be included in the 
sum. With this in mind, Z (n,!), R (n), and the divergent part 
D(n) become 
_ n + 1 - I ( _ I)i A 

Z(n,l) = (- qs)n n! I -.,- I (i) 
;=0 I. , 

X nf; (n ~1) (~YI 
J.=O 1, qs J 
A • 1 [n + 1 - I - i] XI (It)·- , 

2 m! m 

R (n) = (qsr ito C)!, (i) 
X nfi(n ~ i, (~ y, 

J. =0 It) qs J 
X! UI)R (n - i,m), 

2 

and finally, 

00 I I 
D (n) = ( -log E) D '(n,O) + I -. -·D '(n,k), 

k=IE
k k 

with 

D '(n,k) = ( - qsr n! ~ (- I)i 
L." ., 

i=O I. 

X! (i)nf' (n ~i) (~t' 
A n-I , J. = a Ilt [~qs. 

X IJjtl· (m _ k )! m - k . 

Since Eq. (CI) is finite, we have 

D '(m,k) = 0, for k = 0,1,2, .. ·. 

Notice by putting I = I in Eq. (CI8) we find 

(C18) 

(CI9) 

(C20) 

(C2I) 

Z (n,l) = D '(n,O) = 0, that is, the coefficient of"; (1)" is zero. 
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Inverse scattering of the permittivity and permeability profiles of a plane 
stratified medium 

Shimon Coen 
Department of Materials Science and Mineral Engineering, University of California, Berkeley, California 
94720 
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It is shown that the permittivity and permeability profiles of a lossless plane stratified medium can 
be uniquely determined from the reflection coefficient due to transverse electric plane waves at 
two angles of incidence and all the frequencies. The inverse scattering problem at oblique 
incidence is transformed to an equivalent inverse scattering problem at normal incidences. The 
latter is transformed to an inverse scattering problem for the one-dimensional Schrodinger 
equations, the solution of which is obtained by the Gel'fand-Levitan theory. 

PACS numbers: 41.10.Hv, 03.65.Ge, 77.20. + y 

INTRODUCTION 

A transverse electric plane wave is obliquely incident 
upon a plane stratified half-space z;;;.O. Required is the per­
mittivity profile and the permeability profile of the half­
space z;;;,O from the reflection coefficient at two angles of 
incidence and all the frequencies. This is a nonlinear inverse 
scattering problem. 

For the time harmonic dependence eiw" Maxwell equa­
tions show that the electric field E satisfies the equation 

[V2 + k 2E(Z),u(z)]E (w,z,x) = [~logu(z)J aE (w,z,x) , 
dz az 

- co <z< co, (1) 

where v2 -==a 2/ ax2 + a2/ az2 is transverse Laplacian opera­
tor, k = w/c is the free space wavenumber, where w is the 
radian frequency and c is the speed oflight in vacuo, E(Z) is the 
dielectric constant profile (relative premittivity profile), and 
,u(z) is the relative permeability profile of the plane stratified 
medium - 00 <z< co. 

If the half-space zor;;;;O is assumed to be a uniform air with 
E(Z) = 1 and ,u(z) = 1, then, for an obliquely incident plane 
wave, the solution of Eq. (1) in the region z < 0 is given by 

E(w,z,x) = e-jkxsinO{e-jkzcosO +p(w,O)e+jkzCOSO} (2) 

where 0 is the angle of incidence andp(w,O) is the reflection 
coefficient. 

The objective is to determine the dielectric constant 
profile E(Z), z;;;'O, and the relative permeability profile ,u(z), 
z;;;.O, from the reflection coefficient at two angles of incident 
and all the frequenciesp(w,O/), 1= 1,2, - co < W < co. 

In what follows, the inverse scattering problem at ob­
lique incidence is transformed to an equivalent inverse scat­
tering problem at normal incidence, for which the trans­
formed medium is characterized only by a ficticious 
refractive index profile. The inverse scattering problem for 
the ficticious refractive index profile is next transformed via 
the Liouville transformation I to an inverse scattering prob­
lem in quantum mechanics where the potential of the one­
dimensional SchrOdinger equation is sought from the reflec­
tion coefficient; an inverse problem whose solution can be 
obtained by a procedure due to Kay2 and Kay and Moses3 

which is based on the Gel'fand-Levitan theory.4 Knowing 
the reflection coefficient at two angles of incidence and all 
the frequencies allows the reconstruction of two potentials. 
These potentials are transformed back to two ficticious re­
fractive index profiles, and, subsequently, the permeability 
and permittivity profiles of half-space z;;;.O are recovered. 

TRANSFORMATION TO THE SCHRODINGER 
EQUATION 

In this section Eq. (I) is transformed to the one-dimen­
sional Schrodinger equation. 

Forz;;;.O 

E (w,z,x) = f/J (w,z)e - jkx sinO, 

and Eq. (1) shows that 

{ ~ + k 2 [E(Z),u(Z) - Sin
20]}f/J (w,z) 

az2 

= [ ~ 10gu(z)] af/J (w,z) . 
dz az 

(3) 

(4) 

Now, change the depth z to an "apparent depth" s, by the 
transformation 

ds 
-=,u(z). 
dz 

Equation (4) is thus transformed to 

[ a: + k 2a2(s,O )Jf/J (w,s) = 0, s;;;'O, 
as-

where 

(5) 

(6) 

(7) 

In the region s <0, ,u(z) = 1, and Eqs. (2) and (3) show that 

f/J (w,s) = e -jkscosO + p(w,O )eikscosO, s <0. (8) 

A physical interpretation ofEqs. (6)-(8) is as follows: A 
plane stratified "refractive medium" occupies the region 

- CXJ < s < co. The region s < 0 is homogeneous with a "re­
fractive index" of cosO and the region s;;;'O is inhomogeneous 
with a "refractive index" profile a(s,O ). A plane wave is nor­
mally incident upon the inhomogeneous region from the ho-
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mogeneous region and p(w,O ) in the reflection coefficient. 
The inverse scattering problem for the plane stratified 

"refractive medium" is as follows: Given the reflection coef­
ficient p(w,O), - 00 < w < 00, and the "refractive index" of 
the homogeneous region s < 0, what is the "refractive index" 
profile of the inhomogeneous region s>O? 

The solution of this inverse scattering problem is ob­
tained by transforming Eq. (6) to the one-dimensional Schro­
dinger equation, whose potential can be recovered from the 

reflection coefficient. 
The Liouville transformation I 

J/;(w,s) = g(s),p (w,s), 

ds 2( 
ds =g- s), 

g(s) = a l
/
2(s,0) 

transforms Eq. (6) to the one-dimensional Schrodinger 
equation ( :2 + ~: )J/;(W,s) = Q (s )J/;(w,s), 

where the potential Q (5 ) is given by 

Q(s) =g-I(S) B2g(s). 
as 2 

(9) 

(10) 

(II) 

It will be noted that the mapping ofEq. (6) to the Schro­
dinger equation (10), by the Liouville transformation, I has 
been used also by Schelkunoff,5 Moses and deRidder,6 Ware 
and Aki,7 and Sharp.8 This mapping requires, however, that 
the "refractive index" profile a(s,O ) is a continuous function 
ofs. 

Following Kay,2 Kay and Moses,3 and Gel'fand and 
Levitan,4 the refractive index profile a(s,O), s>O, is obtained 
from the reflection coefficient p(w,(J), - 00 < w < 00, as 
follows: 

1. R (s) = - p(w,O )eiWSdw, 1 Joo 
21T - 00 

2. K (5,r) = - R (5 + r) - f~ sK (5,a)R (a + r)da, 

Irl<s, s>O, 

3. g(s) = g(O) [ 1+ fsK(s,r)dr], 

4. s= f g - 2(s')ds " 

5. a(s,O) =g2(S(S». 

It will be noted that S = S (s) has a unique inverse s = s(s ) 
provided that a(s,O) as given by Eq. (7) is positive for all 
O<s< 00. 

The algorithm 1-5 requires that the potential Q (S) be 
piecewise continuous and in addition that SO' (I + lsi) 
I Q (S ) Ids < 00, which imposes additional restrictions on the 
"refractive index" profile a(s,O ) 

INVERSION OF THE PERMEABILITY AND 
PERMITTIVITY PROFILES 

In this section the permeability profile ,u(z) and permit­
tivity profile E(Z) of the half space z>O are obtained from the 
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datap(w,(J/), 1= 1,2 and - 00 < W < 00. 

The inversion procedure given in the previous seCtion is 
applies to the reflection coefficientp(w,OI) and then to 
P(W,(J2)' This will result with the two "refractive index" pro­
files a(s,OI) and a(s,(J2)' Equation (7) now shows that 

( 12) 

and 

(13) 

So, the permeability and permittivity profiles have been de­
termined as a function of the "apparent depth" s. 

Equation (5) now shows that 

is ds' 
Z = 0 ,u(s') , (14) 

which gives the relationship between "apparent depth" sand 
the actual depth z. Note that because ,u(z) > 0, Z = z(s), is a 
monotonically increasing function whose inverse s = s(z) is 
unique. 

Equations (12) and (13) raise the following question9
: If 

one prescribes the reflection coefficient p(w,O) for (J = (JI' ° = O2 and obtains ,u2(S) and E(S), under what conditions 
would p, 2(S) and E(S) be independent of the choices of ° I and 
(J2? The conditions are that E(Z) and ,u(z) should be twice dif­
ferentiable and together with the angles of incidence satisfy 

E(Z) ,u(z) - sin20/ > 0, I = 1,2, - 00 <Z < 00 (ISa) 

and 

100 

[I + lsi] IQ(s)lds < 00, (ISb) 

where Q (S) is related to,u(S), E(S), and Oby Eqs. (11), (9), and 
(7). These will allow the unique reconstructions of the "re­
fractive index" profiles a(s,OI) and a(s\,02)' If, in addition, 
,u(z) and E(Z) are positive-valued functions, then their recon­
struction by Eq. (12) and (13) will be O-independent, and 
therefore they are uniquely recovered from the reflection 
coefficients p(w,(JIl, 1= 1,2, - 00 < w < 00. 

DISCUSSION 

It was shown in this paper that the permeability and 
premittivity profiles of a layered medium can be uniquely 
recovered from the reflection coefficient due to a transverse 
electric plane wave at two angles of incidence and all the 
frequencies. A direct (noniterative) inversion algorithm has 
been developed which constructs these profiles from the re­
flection coefficient data. The angles of incidence must satisfy 
condition IS(a), which by Snell's law means that the critical 
angle is not reached at any point within the medium. If the 
critical angle is reached at some critical depth Z = Zc' then 
there will be no leakage of energy beyond the critical depth 
and the magnitude of the reflection coefficient Ip (w,(J)1 = I 
for all frequencies. In this case the information about the 
medium 0 <z <zc is contained in the phase of the reflection 
coefficient arg {p (w,O ) J. There are two possibilities, either 
the critical angle is reached by one angle of incidence at 
Z = Zc or it is reached by both angles of incidence at Z = zc, 
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and Z = zc" respectively. In theformer case the permeability 
and permittivity profiles can be reconstructed up to z = Zc 

whereas in the later case they are reconstructed up to min 
I zc, ,zc, J. It will be concluded that the critical angle is not 
reached for transverse electric polarization when E(Z), 
p(z» 1, 0 <Z < 00· 
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The propagation of the fourth-order coherence function through an anisotropic random medium 
is investigated for low frequency radiation using the parabolic approximation and perturbation 
techniques. Theoretical expressions are derived for the intensity fluctuations and correlations of 
an initial plane wave signal that has propagated a horizontal distance z into the medium. The 
expressions are valid for anisotropic media in which klH> I and kl tllH'< 1, where k is the 
radiation wavenumber, I H and I v are, respectively, characteristic correlation lengths parallel and 
perpendicular to the propagation direction z. The results are compared to those obtained for an 
isotropic random medium. 

PACS numbers: 43.30.Bp, 03.40.Kf 

1. INTRODUCTION 

We study here propagation of acoustic energy in an ani­
sotropic random medium using coherence theory. Previous 
formulations utilize a two point coherence function [F (x p 

x2 , v) j = [P(XI' v)p*(x2 , v) j which is the ensembel average 
over the product of the complex acoustic pressure field (with 
frequency v) and of its conjugate measured at two points 
located in a plane which is taken to be normal to the princi­
pal propagation direction. Equations that govern! FIx., x2, 

v) j under various propagation conditions were derived by 
Beran and McCoy·,2 and Tappert, et aUA 

A knowledge of ! F (Xl' X2, v) J allow~ us to determine 
both the intensity distribution! I (x) J = [r (x, x, v) J and the 
angular spectrum of radiation (which is directly related to 
the resolution limitation resulting from the presence of the 
scattering medium). 

From a coherence point of view, however, intensity 
fluctuations and correlations can be obtained only from a 
four-point (i.e., fourth-order) coherence function! [; J: 
![;I(X I, X2, X3 ' X4 , v)) 

= [P(XI' v)p*(x 2, V)P*(X3' v)p(x4 , v) j. (1 ) 

The braces denote an ensemble average. The function 
[['(XI' X2, x." X4 , v) 1 (XI = X2, X} = x4 ) is the coherence of 
intensity fluctuations and is of importance in space diversity 
systems. The quantity [I 2(X) j = [[; I (x, X, X, x, v) I gives the 
intensity fluctuations in the received signaL Information 
about! I 2(X) I is of importance in studying the noise in com­
munication systems. (See Refs. 5, 6, and 7 for a study of 
fluctuations from an amplitude-phase point of view.) 

The purpose of this paper is to treat the low frequency 
propagation of the fourth order coherence function ! [; I J in 
an anisotropic random medium by employing the parabolic 
approximation of the wave equation and perturbation tech-

"'Permanent address: School of Engineering, Tel-Aviv University. 

niques similar to those of Ho and Beran. H We restrict our 
discussion to homogeneous random media. 

The next section describes the properties of the medium 
that are relevant to our problem and explains why previous 
results in optics that have been obtained for [[; I I cannot be 
used here for low frequency propagation. In Sec. 3, the para­
bolic approximation is utilized to o~tain general, second or­
der, perturbation expressions for! L Ij. Section 4 uses the 
results of Sec. 3 along with several approximations to derive 
solutions of [[ Ij for an acoustic plane wave whose propaga­
tion direction is horizontaL In Sec, 5 we discuss propagation 
of an arbitrary spectrum of plane waves. 

2. THE ANISOTROPIC NATURE OF TEMPERATURE 
FLUCTUATIONS IN THE OCEAN 

The vertical temperature profile 9 of the ocean results in 
sound channels that can support "guided" waves for very 
large propagation distances. However, temperature fluctu­
ations in these channels scatter the sound waves and cause 
reduction in the propagated energy, loss of coherence and 
intensity fluctuations of the acoustic radiation. In this 
paper we study this scattering with relation to intensity fluc­
tuations in the absence of a sound channel. The results of this 
investigation may then be used as a basis for further study of 
the real ocean problem. 

This paper considers the temperature microstructure as 
the only source of scattering of acoustic signals in the ocean. 
The fluctuations in the index of refraction that are associated 
with the temperature microstructure are random and, in 
general, very weak. The temperature microstructure in the 
ocean is very anisotropic, with correlation lengths defined by 
measurements taken in a horizontal direction being orders of 
magnitude greater than corresponding lengths defined by 
measurements taken in the depth direction. Typically, hori­
zontal corelation lengths are of the order of kilometers and 
vertical correlation lengths are of the order of tens of me­
ters. 10 Since the ocean has good transmission for low fre-
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quency acoustic signals (v", 100Hz), typical (Le. for practical 
long range propagation) wavenumbers (m - I) are less than 
unity. The scattering theory presented in this paper is appli­
cable to a highly anisotropic fluctuation field with frequency 
such that 

klH> I, 

klv21IH-<1. 

(2a) 

(2b) 

Here k is the wavenumber (= 21TV/C); IH and Iv are correla­
tion lengths for measurements in a horizontal direction and 
the vertical direction, respectively. Typical values of k, II/> 

and I v in the ocean were quoted above, and it can be seen 
that they approximately fulfil the two conditions (2) for low 
frequencies. For example if v = 50 Hz (k = 0.21 m -I), I v 
= 100 m and IH = 104 m; then kl/IIH = 0.21. 

Intensity fluctuations of waves propagating in isotropic 
media have been extensively investigated. Several mono­
graphs and review articles5.6.11.12. J3 describe the current state 
of art. However, the assumption that kl v 2/1H -< 1 is not in 
accordance with some of the approximations necessary for 
the validity of the isotropic results. In particular, the single 
scattering solution for an isotropic medium shows that the 
characteristic angular spread of the scattered radiation is 
o (I1klm )(i.e. on the order of I1klm ), 1m is the smallest corre­
lation length and it is assumed that kIm> 1. However, for low 
frequency propagation in the ocean, where klH> I and 
kl v 211 H < 1. the characteristic angular spreads (for a plane 
wave propagating horizontally) in the horizontal and verti­
cal planes, are given, respectively, by 

Off = o (I1kIH), 
(3) 

Ov = 0 [(I1~klH)]. 
Thus for low-frequency propagation intensity fluctuations 
in the ocean cannot be predicted on the basis of isotropic 
theories. 
3. MATHEMATICAL FORMULATION 
A. Problem statement 

We wish to study the propagation of low frequency 
acoustic signals over moderate propagation paths in a homo­
geneous anisotropic random medium. For convenience, we 
assume that the statistics of the refractive index field are 
isotropic in the horizontal plane. The problem geometry is 
given in Fig. 1. The XYZ coordinate system is fixed with 
respect to the medium, Y is the depth coordinate, Z is a 
horizontal range coordinate and X is a transverse coordi­
nate. The propagation direction of the incident acoustic ra­
diation coincides with the z axis which forms an angle 0 with 
the XYZ system. 

We assume that II>(xl> X2. X3, X4 , vll z, =z,=z.=z.=. is 
given at z = 0 and consider the propagation into the z > 0 
region, (£] 1 wi11 be evaluated only for points Xi (i = 1-4) 
which lie in a plane perpendicular to the z axis. Thus 

'" (L ](x], X2' X3, X4 , v)II" =z,=z.=z.=Z 

1131 

= (£ ](XT, ' X T" "1 .• ' X T., Z, vlJ 
= (p(XT" Z, vlP·(XT" Z, VW·(XT., Z, VW(X T" Z, v) I, 

(4) 
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y 

XZ is the horizontal plane 

FIG. I. Problem geometry. The! XYZ I system is fixed with respect to the 
medium. The correlation length in the I XZ I plane is Ilf' The vertical corre­
lation length is Iv. 

Xy = (Xi' Yi) are transverse coordinates. 
, We now use perturbation theory and solve for P(XT' z, v) 

in terms of P(XT' 0, v) using an appropriate Green's function. 
The fourth order coherence function may then be formed 
from these functions using Eq. (4). 

B. Perturbation solution 

The governing wave equation is 

V2ft + k 2 [1 +,u]p = O. (5) 

where P{XT' Z. v) is the complex acoustic pressure field. v is 
the central frequency, and k 2[1 + ,u]( = [21TV/c]2) is the 
square of the wave number. The wave number is written as 
the sum of an averaged value plus a random portion that 
averages to zero. We also assume that,u -< 1. 

With nO loss of generality we can write: 

plxT> z, v) = b (XT> z, v)exp(ikz). (6) 

Substituting Eq. (6) in Eq. (5), we get: 

(Ph . ab 
V~b + azZ + 21 k az + k 2

",b = 0, 

where V~ = if2lax2 + a21ay2 is the two-dimensional Lapla­
cian operator defined for the z plane. If we restrict consider­
ation to acoustic signals that have a narrow-angled spectrum 
centered about the z direction. we can neglect the second 
derivative term in z with respect to the first derivative term. 
The above approximation is referred to as the parabolic ap­
proximation and its validity is discussed in Refs. 14 and 15. 

The resulting equation is 

V~b + 2i k i!!!.. + k 2,ub = o. az (7) 

Equation (7) can be converted to an integral equation in fi(x T , 

Z. v), 

plxT , Z, v) = Po(xT , Z, v) + ~xp(ikzt 
41T 

X (Z dz' , Sf"" dX;'JL!x;", z'), Jo z -z _ '" 
Xexp( - ikz'W(x;" z', v) 

(
ik [(x - x'f + (y _ y')2]) 

xexp '. 
2(z-z') 

(8) 

Po(XT , Z, v) is the solution when,u = O. We define an operator 
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H: 

k
2 1z 

dz' H/(xpz) = - exp(ikz) --
41T 0 Z - z' 

x I I: 00 dx~ /L(x~, z')exp( - ikz'), 

/(x~, z', v)exp( ik [(x - X')2 + (y - y'f] ). 
2(z-z') 

In terms of H Eq. (8) becomes 

P = Po + Hp. (9) 

Proceeding to second order perturbations using Eq. (9) we 
obtain 

(10) 

p, Hpo = o (p,)andp2=H 2po = o (p,2).SubstitutingEq.(1O) 
into Eq. (4) gives 

IL'(x T" x T" x T,' xT.'z, v)j 
= 1 [Po(x T" Z, v) + p,(xT" Z, v) + P2(XT" Z, v)] 

X IP~(XT" Z, v) + pf(xT" Z, v) + pT(xT" Z, v)] 

[P~(XT" Z, v) + pf(xT" Z, v) + pT(xT" Z, v)] 

[Po(x T.' Z, v) + p,(xT.' Z, v) + P2(XT., Z, v)]]. (11) 

Equation (11) is expanded neglecting terms smaller than/L2: 

I L I ! I z = 1 L 6 1 + 1 L 2000 1 + 1 L0200 1 + 1 L0020 ] + 1 L00021 
+ ILl1oo ] + {LIOIOI + ILolO.I + I.i;)()lll 
+ IL,oo.l + ILol1o l, (12) 

where 

1 L'! I z = 1 L I(X T" x T" x T" X7~' Z, v)j, 
A, A 

I L 0 I = I Loooo I ' 
I £:jktl = [PiPjptptl, O<.J,j, k, /<,2. 

The Pi are defined in Eq. (10). 
A We shall ~ve now specific expressions for [L2%JO I ' 

[L 1100 I, and [L ,ood since all other terms (except [L 61 ) can 
then be evaluated by change of arguments. 

[L2000 l = k 42 exp(ikz) r dz', ( ,dz" " If"" dx~If"" dX~(J"(x', x")exp(ik [(x, - X')2 + (y, - y')2]) 
(41T) Jo z - z Jo z - z - 00 - "" 2(z - z') 

(
ik[(X'_X")2+(Y'_y")2]) ." A,,, 

Xexp 2(z'-z") exp(-lkz )X[Lo(x ,x1,x3,x4,v)l, (13a) 

[L llo01 = --2 --, ~ dx~ dx~ai,x', x") A k4 1Z 

dz' 1z 

d" If"" If"" 
(41T) 0 Z - Z 0 Z - Z - "" - "" 

xexp(ik [(x, - X')2 + (y - y'f] _ ik [(X2 - X")2 + (Y2 _ y")2]) 
2(z - z') 2(z - z") 

Xexp[ - ik (z' - z")] [L6(X', x", X 3' x4 , v)j, (13b) 

A k 4 1Z 

dz' 1z 

dz" If"" If"" [Lu)()ti = --2 exp(2ikz)· --, --,-, dx~ dX~(J"(x', x") 
(41T) 0 Z - Z 0 Z - Z - 00 - 00 

xexp(ik [(x, - x') + (y, - y')2] + ik [(X4 - x") + (Y4 _ y")2]) 
2(z - z') 2(z - z") 

Xexp[ - ik (z' + z")] [L6(X', x2, X 3, x", v)], (I3c) 

where 

ai,x', x") = ai,x' - x") = I/L(x~, z')/L(x~, z") I (14) 

[L6(X" X 2, X3 , x4 ' vlJ = ]2exp[ik (z, - Z2 - Z, + Z4)]. 
( 15) 

is the correlation function of the homogeneous temperature 
microstructure field. In deriving Eq. (13) we assumed that 
I L 61 is statistically independent of the refractive index field. 
In our problem this assumption is justified since [L 6 I is 
governed by a wave equation and boundary conditions 
which do not contain /L. 

In the following sections we evaluate Eq. (13) for var­
ious propagation conditions. 

4. PLANE WAVE, HORIZONTAL PROPAGATION 

When the unperturbed acoustic radiation is due to a 
plane wave propagating in the z direction, 1 L 61 is given by: 
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] is the acoustical intensity. 
In subsections 4A, 4B, and 4C we evaluate Eqs. (I3a), 

(I3b), and (I3c), respectively. In subsection 40 we collect the 
results and study their nature. 

A. rLzooo} 
We introduce new coordinates 

s=x'-x", 
( 16) 

u=x'. 

Using Eqs. (14)-(16), Eq. (I3a) reduces to 
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! £2000 I = _k_4[_: r _d_u_z_ ru

' _ds_z If"" dOr 
(41T) Jo z - Uz Jo Sz - "" 

x I I: "" dsra(sp Sz) 

(
ik [(Xi - uxf + (vI - uyf]ik [sx 2 + Sy 2]) 

X exp ---''--------'--~ + . (17) 
2(z - uz ) 1$z 

Integration over Dr yields 

'" ik 3[2 i
Z 

iU'dsz If"" ! L 2000 I = -- duz - dSr a(Sr' Sz) 
81T 0 0 Sz - "" 

[ 
ik[Sx2+Sy2]] 

Xexp + . 
1$z 

(18) 

For horizontal propagation, the term (ksx 2)/(1$z) is of order 
kl H' It was assumed, Eq. (2a), that kl H > 1. Thus 
exp(iksx 2/1$z) oscillates very rapidly for s" ¥o and the only 
contribution to the integral over Sx comes from the neighbor­
hood ofsx = 0, where a(sx' Sy' sz):::::::a(O, Sy' sz). Moreover 
ksy 2/1$z is of order of kl~/1H and according to Eq. (2b) is 
much smaller than unity, i.e., exp(iksy 2/1$z )::::::: 1. 

Therefore 

'" ik 3[2 i
Z 

iU'dsz f"" !L2000l =-- du z - dSya(O,sy,Sz) 
81T 0 0 Sz - "" 

f"" ('ks 2) 
X _ "" ds x exp I 1$: ' (19) 

and after integration over Sx 

'" k 5/2 r ru
, ds 

!L2000 l = ( - 1 + i)[2 8(1T)1I2 Jo duz Jo (Sz):/2 

X I: "" dsy a(0, Sy' sz)· (20) 

Integrating by parts over Uz gives us 

'" k 3 iZdS(Z-S) ! L 2000 I = ( - 1 + i)[ 2 __ z z 

8Y1T 0 .jks: 
X I: "" dsy a(0, Sy' szl· 

f~ ""a(o,Sy, Sz) dsy is significant only for ISzl SIH' We shall 
assume that 

z>IH 

and therefore 

!L2000l = (- 1 + i)[2 --z z '" k 3 i"" ds 
8Y1T 0 ~ ksz 

xI: "" dsy a(0, Sy' Sz); 

(21) 

(22) 

In their paper on the propagation of the second order 
coherence function through anisotropic media, I Beran and 
McCoy have defined a scattering function (72(x w yd which 
is given by _ (2 )1/2 k 3 roo (kYiz 1T CT2(X IZ'Sz) 
CT2(X 12,yd = -; 4Jo cos r. - '4 (ks

z
)1/2 dsz ' 

(23a) 

CT2(XI2' sz) = I: 00 dsy CT(XI2' Sy' sz), (23b) 
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XI2 =XI -X2, YI2=YI-Y2' 

Rewriting Eq. (22) in terms of (72' we have finally 

!~oool = ~( - 1 + i)/2(72(0, 0lz (24) 

and 
A A A A 2-

!L2000l + !Lo2oo1 + !Loo201 + !L00021 = - 2[ CT2(0,Olz· 
(25) 

B. {["oo} 

a(x' - x") can be represented as a transverse Fourier 
integral: 

a(x' - x") = I 5'" oc d7Jx d7Jy O1nx, ny, z' - z") 

X exp [ - i7Jx (x" - x') - i7Jy (y" - y')]. 
(26) 

Substituting Eq. (26) into Eq. (13b) using Eq. (15) yields 

'" _ k4[1 iZ 

dz' iZ 

dz" !LllooJ --(4)2 --, --II 

1T 0 z-z 0 z-z 

X II: 00 d7Jx d7Jy O111p z' - z") 

X II:", dXr II:"" dx'r 

Xexp[ - i7Jx(x" - x') - i7Jy(v" - Y')] 

xexp(ik [(XI - X')2 + (vI - y'f] 
2(z-z') 

_ ik [(X2 - X')2 + (v2 _ y')2]), 
2(z -z") 

where l1r = (7Jx, 7Jy). 

(27) 

The integrations over x',y', x" ,y" may be performed by 
using the Fresnel integral. We use Eq. (16) and find 

'" k 2[2 LZ 

. lU' If"" !LllooJ =-- duz dsz d7Jx d7Jy O111p sz) 
4 0 u, - z - "" 

(28) 

For horizontal propagation, the term (7J~sz)l(2k) is of 
order lHI(2kn) = 1I(2klH)<I, and exp(i7J~sz/2k)::::::: 1. On 
the other hand,7J;s./2k :::::::IHI2kl~> 1, and therefore, 
exp(i7J;s./2k) oscillates so rapidly for ny ¥O, that we may 
substitute 017Jx, 7Jy = 0, sz) for 017Jx' 7Jy' sz). 

Thus 

!£lIoo.l =!(k2[2) fdUzi~'_z dSz I:""d7Jx U(7Jx,0,Sz) 

Xexp[i7Jx(xl - x 2)] 

X f:""d7Jy exp(i7J;s./2k)exp[i7JY (vI-Y2)). (29) 

Next we note that 

(30a) 
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(the upper sign corresponds to Sz > 0 and the lower sign to 
Sz <0) and { [ .( 1T kyi2 )] [.(1T kyi2 )]} X exp -/ - - -- +exp / - - -- dsz • 

4 21sz I 4 21sz I 
(31) 

J: '" dTJx ii(TJx, 0, sz)exp[iTJx(x l - x 2)] = (1I21T)U2(X I2 , sz) 

(x\2 = Xl - x 2 )· (30b) 

Substituting Eqs. (30a) and (30b) into Eq. (29), we have 

The last expression was obtained after integration by 
parts followed by several manipUlations. [By virtue of the 
horizontal isotropy we assumed 0"2(X I2 , sz) = 0"2(X I2 , - sz))' 
Using the arguments that precede Eq. (24), we finally obtain 

{LA l-I2(2)!k3l"'d (kYi2 1T)0"2(X I2 ,Sz) 
1100 - - -z Sz cos -- - -

1T 4 0 2sz 4 (ksz )! 

or 

(32a) 

and 
or {fllool + !flOlOl + !fOlOd + !Looll} =I 2 [u2(x12,yd 

c. {L,001} 

+ u2(x 13, Y\3) + U2(X24, Yz4) + U2(X34, Y34)]Z 

(x ij =Xi -xj'Yij =Yi -Yj)' 

Substituting Eqs. (15) and (26) into (13c) and integrating over x', y', x" , Y" , we find 

!flOOI } = -lk 2I 2J J: 00 dTJx dTJy f dz'fdZ"eXP(iTJxXI4 + iTJyY14) 

Xii(ll p z' - ZII)exp[i (TJ; + TJ;)(z' _ z) + i (TJ; + TJ;)(z" - Z)], XI4 = XI - X4, 
2k 2k 

(32b) 

(33) 

The following discussion is valid only for horizontal propagation. Using integration by parts and incorporating horizontal 
isotropy, it can be shown that 

[ 
(TJ2 + TJ2) ] (' [ (TJ2 + TJ2) ] rUE [(TJ2 + TJ2) ] 

exp - i x k y Z Jo duz exp i x k y Uz Ju.-z ii(l1T' sz)exp - i x 2k y Sz dsz 

= 2l
z 

ds;:,j , s lex [_ i(TJ; + TJ;) s ](1 - exp{ - i[(TJ; + TJ;)lk l(z - Sz)}). (34) 
z V\l1T z P 2k z .( 2 2)/k 

o / TJx + TJy 

Substituting Eq. (34) into Eq. (33) we obtain 

! f iOOI ) = - ~k 212 rz dsz (z - sz )foo dTJx eXP(iTJx XI4)f'" dTJy ii(TJx, TJy, Sz )eXP(iTJYYI4)exp[ - i (TJ; + TJ;) Sz] Jo - 00 - 00 2k 

X(1 - exp{ - i[(TJ; + TJ;)lk l(z - s.)}). (35) 

i[(TJ; + TJ;)/k l(z - sz) 

Define ~by 

TJy = [k/(Z-sz)]I/2.~. 

The integral over TJy becomes 

(36) 
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In order to simplify the evaluation of Eq. (36), we use 
Eqs. (2) and (21) and two further assumptions: 

zlkn<l, 

(kYt4Iz)I/2sz12z< 1. 

(37) 

(38) 

[Equation (37) is not very restrictive and Eq. (38) may be 
shown to be consistent with the solution obtained.] We now 
note 

(kIZ-Sz)I/2YI4::::;(~)1/2YI4' sJz<l, 1J;~z <1, 

1J;(z- sz) ----<1. 
k 

Further, ii(1Jx' 1Jy , sz) will appreciably differ from ii(1Jx' 0, sz) 
only if [k I(z - Sz jp12::::; lIlv. This means that 

t ::::;(zlkl ~)1/2>(lHlk[~)1/2> 1. 

Since the last term in Eq. (36) oscillates and decays with; 2, 

this term becomes dominant and the integral over 1Jy [Eq. 
(35)] reduces to 

C ~ SzYI2.ii(1Jx, 0, Sz)J~ 00 exp({ ~ y/2 Yl4t J 

X 1 - exp( - it2)dt-
i;2 ~ 

= fhrC ~ Sz}/2 u(1Jx' 0, sz) F( (~ )112 Yl4t ). (39) 

In particular, 

F(O) = 1- i. 

(39a) 

The dependence of F on its argument is depicted in Fig. 2. 
Substituting Eq. (39) into Eq. (35), using the expression 

f~ 00 d1Jx exp(i1JxXI4)ii(1J.o 0, S2} = (lI21T)U2(X I4, S2)' 

we obtain 

(LIOOI j = - (1I2-IT)(1T12)1/2P((k IZ)/12YI4)k 5/2[2 

X 1z 

dsz (z - SS/2U2(X I4, sz). 

Since z>l H' we have finally 

(LIOOll = - 0-2(X I4,YI4)[2VZ, (40) 

where 

k 51
2
F((k IZ)1/

2yI4 ) Joo ds U (x s) (41) a2(x 14'YI4) = z 2 14' z' 
~81T - 00 

!LIOOll + 1.z%l1ol = -]2[a2(X I4'YI4) + 01(x23'Y23)]VZ' 
(41a) 

The star denotes complex conjugation. 
D. Study of theoretical results, Sees. 4A-4C 

Adding Eqs. (25), (32), and (41), we obtain the final ap­
proximate expression for the propagation of ( L 1 J in the case 
of a plane wave which propagates in a horizontal direction 
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FIG. 2. The dependence of F((k /Z)I/2y), Eq. (39a), ony. Note: Fis an even 
function of y .. 

li>(xT" Xr,' x T" X T" Z, v)l = ]2{ 1 + [U2(X 12'YI2) 

+ u2(x \3, YI3) + U2(X24, Y24) + U2(X34, Y34) 

- 2u2(0, O)]z - [0-2(X I4,YI4) + 01(x23'Y23)]Vzl. (42) 

The !LlOoll1.erms are otorder k 5f2u(0, 0, 0) Iv IHVz 
while the terms I L 2000 l and I LllOOl are of order k 5/20(0,0,0) 

I vf/;z. Thus the! L iool J terms are smaller by a factor of 
(1I/Iz)1f2 which was assumed to be small. It appears, there­
fore, that the last term in Eq. (42) [and also in Eq. (43)] can be 
neglected for z>ll/' We have decided, however, to keep the 
vzterms in Eq. (42) since it may be shown thatEq. (42) gives 
good results even for zill/::::; 2, where omission of the V z 
term would result in a gross error. 

The coherence function of the intensity fluctuations 
(normalized by]2) is defined by 

C(x,y) = [!/(xI,ytl/(xl + X,YI + y)j - /2]1/2 
Al 

!](XHY/)/(X I + x,Y, + y)j = L (X T" X r •• X T" X T,' z, v) I. 
where 

Xr , - X T• = (x, y). 

In this case, Eq. (42) yields 

C(x,y) = 2 [u2(x, y)z - Re(0-2(x, y))vz], (43) 

where Re[az] is the real part of o-z. The normalized intensity 
of fluctuations can be also obtained: 

a; = C(O, 0) = ({I2j - 12)1]2 

= 2 [uz(O, O)Z - Re(a2(0, O))Vz]. (44) 

Thus, for low frequency propagation we expect the intensity 

fluctuations to grow linearly with z (for large zill/)' In the 
atmosphere, and in other isotropic media, intensity fluctu­
ations of either sound or light waves grow with Z3.6 

5. PROPAGATION IN AN ARBITRARY DIRECTION­
ANGULAR SPECTRUM OF PLANE WAVES CENTERED 
ABOUT THE HORIZONTAL DIRECTION 

Equations (13a)-(13c) may be used to study the propa­
gation of a single plane wave in any arbitrary direction. We 
cannot obtain simple formulas like those in Eqs. (42) and (44) 
but a; and C(x,y) may be calculated numerically. 

Similarly Eqs. (13a)-(13c) may be used to study the 
propagation of an angular spectrum of plane waves. Here, 
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however, the angular spread must be small enough to justify 
use of the parabolic approximation which led to Eq. (7). This 
type of calculation is very important if we wish to carry the 
perturbation calculation to the next order where we calcu­
late the rescattering of scattered waves. In this case the char­
acteristic vertical angular spread of the scattered radiation is 
()v = O(l/(kIH )1/2) . 

When this type of calculations was performed in the 
isotropic case, 16 where ()v = 0 (l/k/) it was possible to show 
that.1 ! f - / 1 , over any interval where perturbation theory 
was applicable, was proportional to .1z. From this it was an 
easy matter to derive a partial differential equation which 
! f I 1 satisfied over the whole region of propagation, whether 
it be the single scatter region or the multiple scatter region. 

Here we have been unable to obtain such a relation be­
cause the approximations which are possible when ()v 

= o (l/k/) are not possible when ()v = O(l/(kIHW12. Thus 
we have been unable to derive a partial differential equation 
governing [L Il which is dependent only on the second order 
correlation function. 

We see again here that an anisotropic random medium 
for which kl v

211H <1 behaves fundamentally differently 
from an isotropic random medium. The basic physics of the 
problem is changed by the strong anisotropy. 

6. CONCLUSION 

The purpose of this paper has been to study intensity 
fluctuations in low frequency propagation of acoustic radi­
ation in an anisotropic random medium. Our treatment is 
confined to the perturbation region and we may expect it to 
be valid as long as the normalized intensity of fluctuations, 
a7 [Eq. (44)], is much smaller than unity. Moreover, in the 
real ocean [10], the thermal fluctuations are quite weak and 
a7 may remain smaller than 1 even for a propagation length 
of several tens of kilometers (for low enough frequencies). 

We found that for propagation in the horizontal 
direction 

(45) 

when zlIH> 1, klH> 1 and kl/11H<1. Here IH and Iv are 
characteristic correlation lengths in the horizontal and verti­
cal directions, respectively, k is the radiation wavenumber, 
and z is the range. The function jj 2 is defined by Eqs. (23) and 
depends upon the correlation of the speed of sound 
fluctuations. 

The interesting fact about Eq. (45) is that a7 is propor­
tionalto z and not Z3 as it is in isotropic optical propagation 
studies. As a consequence, a7 is usually much greater than it 
would be if the speed of sound fluctuations were isotropic Of 

if knllH> 1 in addition to klH> 1. 
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We also found that because Ov = O(l/(kIH)//2) and not 
o ( l/ kl ) as in the isotropic case, we could not obtain expres­
sions for.1 ! f 1 1 that were linear in .1z when an angular 
spectrum of plane waves was present. The consequence of 
this is that we could not find a partial differential equation 
governing! f 1 1 which is dependent only on the second 
order correlation function. 

We conclude on the basis of our results that there are 
fundamental differences in the behavior of a strongly aniso­
tropic random medium (knllH<I) as compared to an iso­
tropic random medium. 
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ERRATA 

Erratum: Partial inner product spaces III. Compatibility relations revisited [J. 
Math. Phys. 21, 268 (1980)] 

J.-P. Antoine 
Institutde Physique Thcfrique, Universiti Catholique de Louvain, B-1348 Louvain-la-Neuve, Belgium 

(Received 3 December 1980; accepted for publication 19 December 1980) 

PACS numbers: 02.30.Sa, 99.10. + g 

(1) Page 270, line 9 of 3.2 Theorem should read: 

Y(V,#) is the complete ... 

(2) Page 272, line 6, left column, should read: 

p <q =?Vp C Vq. 
oF 

(3) Page 275, line 5 of5.1 Example should read: 

f#~ iff ! n!lanbn I < 00. 

n=O 

(4) Page 276, line 17, right column, should read: 

... i.e. (V#)1 = {OJ, ... 

(5) Page 277, line 18, right column: the formula should 
read: 

'Jf'= V X. 
X">T 

Erratum: A multigroup criticality condition for a space-independent 
multiplying assembly via the Chapman-Kolmogorov equation [J. Math. Phys. 
21, 1897 (1980)] 

1137 

I. Aviram and S. Goshen 
Nuclear Research Center-Negev, P. O. Box 9001, Beer-Sheva, Israel 

(Received 15 December 1980; accepted for pUblication 31 December 1980) 

PACS numbers: 28.40.Dk, 28.20. - v, 99.10. + g 

l. In (I) replace m by 111. 
2. In (I) replace f2 ~ jl) by (j ~ il). 

3. In the unnumbered equation on line IS, p. 1900; left 
column, replace x g' by xOg" 

12 12 4. In (39) replace x g' by X Og' , 
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